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We describe measurements of the thermally activated transitions between fluxoid states of a single
isolated superconducting ring. We compare these measurements with theoretical predictions in which all of
the relevant parameters are determined via independent characterization of the same ring. This no-free-
parameters comparison shows qualitative agreement over a wide range of temperatures. We discuss
possible origins for the remaining discrepancies between the data and theory, in particular the choice of
model for the superconducting order parameter’s damping.
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A current-carrying state of a one-dimensional (1D)
superconductor is described within Ginzburg–Landau
(GL) theory as metastable, i.e., occupying a local minimum
of the free-energy landscape [1,2]. In such a state, the
position-dependent phase is characterized by a winding
number [3,4]. A phase slip is a change of the winding
number and thus a passage from one metastable minimum
to another, across a barrier, that is overcome either by
thermal activation or by quantum tunneling [1,2]. The free
energy of metastable states and the barrier heights were
calculated in the pioneering work [1,2]. Reference [2]
calculated the escape rate for thermal activation across the
barrier Γ ¼ ωa expð−δF=kBTÞ, with ωa the attempt fre-
quency, δF the free-energy barrier, T the temperature, and
kB the Boltzmann constant. This entire result is typically
referred to as the Langer–Ambegaokar–McCumber–
Halperin (LAMH) theory. However, in order to distinguish
between the stationary properties (free energy of extremal
states) and nonstationary properties (escape rates), we will
refer to the former as 1D GL and the latter as LAMH.
Better quantitative understanding of thermal phase slips

is a prerequisite for the study of incoherent [5–7] and
coherent [8] quantum phase slips, the latter of which could
be used as a basis for quantum computation [9]. It could
also further elucidate studies of superconducting fluctua-
tions above the critical temperature [10–12], superconduct-
ing-insulating transitions [13,14], quasiparticle dynamics
[15–17], topological order in hybrid structures containing
superconducting elements [18,19], and superconducting
qubit decoherence [20].
Experimental studies of phase slips have focused pri-

marily on either current-biased superconducting wires
or flux-biased isolated rings. In wires, the phase-slip rate
gradually increases as the bias current is increased up to the
critical current, its only instability point. A phase slip
can occur at any value of the bias with some probability,
and each such event produces a tiny voltage pulse [1,2].

In practice, an individual phase slip is very difficult to
detect. Early experiments were indirect, measuring the
cumulative effect of voltage pulses as an effective resis-
tance [5,21–28]. In some experiments the heating due to a
single phase slip could drive the whole wire to a normal
state; this effect was used to isolate individual phase slips
and measure their statistics [29–31]. However, this pre-
sented a limitation on the applicable temperature range, and
the study is complicated by the effects of heating.
In the case of a flux-biased ring, the winding number

denotes the number of fluxoid quanta in the ring
[3,32,33]. For each winding number, a phase slip always
occurs in the close vicinity of the flux value at which the
metastable state becomes unstable as persistent current
reaches the critical current Ic. The phase slip is accom-
panied by a jump in the persistent current of the order
of Ic, which is easily detectable with the appropriate
contactless measurement technique. The ring geometry
is thus amenable to isolating individual phase-slip events
and was used to study their statistics [34–38]. In the ring
geometry the whole system does not transition into the
normal state during a phase slip; therefore, the phase slip
can be measured in the full temperature range, and the
effects of heating become negligible. Since the rings are
not connected to an external circuit, one is in principle
able to access their intrinsic phase dynamics. This
isolation also simplifies the boundary conditions for
the theoretical analysis of the problem.
The usual procedure in both configurations was to fit

measured escape rates with LAMH theory and check
whether the inferred system parameters (such as coherence
length or penetration depth) were plausible for the system
in question, usually without the possibility of independent
verification. Since the escape rate is exponential with
respect to the free energy, a small variation in the system
parameters (well within the plausibility range) leads to a
large change in the calculated escape rates. Therefore,
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independent access to system parameters is necessary in
order to study the escape rate in finer quantitative detail.
In order to quantitatively study the escape rate, it would

be advantageous to characterize the system parameters via
independent measurements. In previous work [39] we
characterized an ensemble of ∼102 flux-biased isolated
rings by measuring their persistent current as function of
flux IðϕÞ at various temperatures and fitting the result with
1D GL theory. This enabled us to extract the system
parameters (as fit parameters): ring radius R, superconduct-
ing coherence length ξ, penetration depth λ, and ring width
w. We found that phase slips occur close to critical flux
values ϕc, at which the barrier between metastable states δF
is predicted to vanish by 1D GL. However, it was not
possible to measure thermally activated switching in these
samples owing to the inhomogeneity of the ensemble. Here
we measure a single ring and study the statistics of its
thermally driven escape from metastable states.
The persistent current I of an isolated flux-biased

superconducting ring is detected via its magnetic moment
μ ¼ IR2π using cantilever torque magnetometry [40]. The
system, shown in Fig. 1 in the Supplemental Material (SM)
[41], consists of an aluminum ring atop a silicon micro-
cantilever placed in an external perpendicular magnetic
field B. At rest, μ is collinear with the applied field, and
there is no torque. However, as the cantilever oscillates, μ
exerts a torque on the cantilever, thus changing its resonant

frequency by an amount df ¼ κIðBÞ · B, where κ is a
constant that contains the spring constant k of the canti-
lever. The detailed sample fabrication and measurement
principle are described elsewhere [40].
We start by characterizing the single ring in the sta-

tionary states. Figure 1 shows measured IðBÞ for a single
ring of R ¼ 546.8 nm at various temperatures. Data is
shown as black curves, and the 1D GL fit is given as red
curves. The fit follows [37] and includes the effect of the
field penetration into the superconductor (also referred to as
the finite-width effect), which causes the persistent current
to decay with increasing field. For materials with short
mean free path, the validity of GL is extended from the
immediate vicinity of Tc to lower temperature, and in
previous work we found that the validity range for the
aluminum rings used is T > 750 mK (see [39] and dis-
cussion therein) or above Tc=2, with Tc ¼ 1.3 K. The
fitting procedure is detailed in the SM [41].
We find as fitting parameters the zero temperature

coherence length ξ0 ∼ 210 nm, zero temperature penetra-
tion depth λ0 ∼ 110 nm, and the ring width w ¼ 64 nm.
These values are consistent with those obtained on an
ensemble of nominally identical rings [39].
After characterizing the ring over the full range of B

(as shown in Fig. 1 of the main text and Fig. 3 of the SM
[41]), we now focus on detailed measurements of the
narrow range of B corresponding to the phase-slip tran-
sitions between winding numbers 12 and 13. As shown in
Fig. 2(a), a small loop in B was repeatedly swept, and
values at which the jumps occur (denoted by full or empty
circle for jump up or down respectively) were recorded.
The ramp rate was 13 mG=s, and each histogram contains
several hundred events. The data was binned and shown as
histograms [Figs. 2(b)–(d)] where sweep-up histograms are
shown as full circles and sweep-down histograms are
flipped and shown as empty circles. This particular phase
slip disappears at T ≈ 1.1 K.
In Fig. 3(a) we show the resulting histograms. The same

data is converted to escape rates following Eq. (6) in [42] and
shown in Fig. 3(b). From the histograms we extract the
mean switching value hBi ¼ ðhBiup − hBidwÞ=2, shown as
function of temperature in Fig. 4(a). Here hBiup;dw are mean
values of the phase-slip field in the up or down sweep
direction respectively. We also extract the histogram standard
deviation σ shown in Fig. 4(b) as full or empty dots for the
up or down sweep direction. The error bars for σ stem from
uncertainty introduced by the background removal [41].
Next we compare the measured histograms to the LAMH

theory. We emphasize that at this point there are no more
fitting parameters, since we use the values for ξ, λ, and w
obtained from the 1D GL fit and simply plug them into
the escape rate expressions in [2] with the prefactor given
by Eq. (4.35a) in [2]. We include the finite-width correction
by noticing that the free-energy barrier δFðBÞ can be
expressed in terms of the critical current and persistent

FIG. 1. IðBÞ measured for increasing B (black) and fit (red) for
a ring with R ¼ 546.8 nm and T ¼ 900, 1010, and 1060 mK top
to bottom. The purple arrow denotes the phase slip between
winding numbers 12 and 13, on which the thermal activation is
subsequently measured.
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current {Eq. (3.23) in [1]}, and we scale these quantities
using the 1D GL values calculated previously. In Fig. 3 we
show both cases, without (blue) and with the finite-width

correction (red). A region of one color covers the values of
ξ� δξ and w� δw where δξ and δw are error bars to the fit
parameters. The difference between calculated histograms/
escape rates for the two cases is very small. Data is shown
in the full accessible temperature range and theory in the
GL applicable range.
Qualitatively, we expect hBi ∼ Bn

c , whereBn
c ¼ϕn

cΦ0=R2π
is the critical value of field such that δFnðBn

cÞ ¼ 0 for the
winding number n. (Here ϕ is reduced flux, with Φ0 the
superconducting flux quantum.) In Fig. 4(a) we compare the
measured hBi (black dots) to the LAMHprediction, shown as
a blue/red region. The dashed lines show the theoretical
prediction forBc, again for the range ξ� δξ andw� δw. We
see that the theory roughly reproduces the measurement,
either with or without the finite-width correction.
In Fig. 4(b) we compare the measured histogram widths

σ to the LAMH theory. We see that the measured values are
systematically smaller than the prediction. However, the
difference between theory and prediction is comparable to
the scatter in the data. The more surprising aspect of the
data is that the histograms get broader as the temperature is
lowered. This is the reverse from what is expected for
purely thermal fluctuations with constant damping [42,43].
We note that low temperature broadening of histograms has
been observed on the phase-slip statistics of current-biased
wires using the previously mentioned effect of heating that
drives the wire into the normal state [29,30]. In [29] the
broadening was attributed to a combination of three factors:
multiple phase slips at higher bias, heating, and quantum
phase slip contribution at lower temperatures. Here, we can

FIG. 3. (a) Histograms as a function of temperature. Circles are data, full symbols denote sweep up and empty sweep down.
Temperature is marked above each histogram. Histograms are shifted horizontally for clarity. (b) Escape rates obtained from the
histograms in (a). Both panels: colored regions are the LAMH prediction for histograms/escape rate respectively in the two regimes, no
finite-width correction (FWC) (blue) and FWC (red).

FIG. 2. (a) Measurement of dfðBÞ over the two phase slips that
were repeatedly swept in order to collect the histograms, with
blue arrows as sweep directions. The sweep-down traces are
shifted vertically for clarity. The location of the up or down jump
is denoted with a full or empty black dot. The distance between
the up and down jump is denoted as 2hBi (green arrow). The
absence of a jump around 310 G for sweep down is due to the size
of the histogram loop. (b),(c) Histograms for sweep down/up
(empty/full dots, respectively). (d) The sweep-down histogram is
flipped around the mean and superimposed on the sweep-up
histogram. Both histograms are shown around zero mean. These
measurements were performed at 700 mK.
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exclude all three contributions. Multiple phase slips are
excluded because the directly measured height of the IðBÞ
jump and the spacing between jumps correspond to a single
flux quantum in all of the measurements presented here.
Quantum phase slips are excluded because the ring’s
resistance ∼10 Ω (based on a measurement of the mean
free path of an aluminum wire on the same chip), well
below the quantum of resistance for electron pairs [13].
Heating is expected to play a much smaller role in the
present experiment than in [29] due to the size of the rings,
their coupling to the substrate, and the fact that the system
never transitions to a resistive state.
Now we aim to analyze the difference between

experimental escape rates and those predicted by theory
[Fig. 3(b)]. We assume that the experimental escape rate
has an additional factor η in the exponent and can be written
in the form

Γ ¼ ωa exp

�
−
ηδFðBÞ
kBT

�
: ð1Þ

In LAMH we have η ¼ 1, and therefore the deviation of
the experimental values from theory would result in η ≠ 1.
Since logΓ ∼ ηδFðBÞ=kBT and, in the small range of B

covered by the measurement, logΓ is a nearly linear
function of bias, we can calculate η as the ratio of the
slopes of the linear fits to the measured logΓ and the
prediction of Eq. (1) (for η ¼ 1Þ, i.e., between the dots and
the line shown in Fig. 3(b) for each temperature. Since we
have two cases for the predicted Γ [with (red) or without
the finite-width correction (blue)], the η values are also
calculated for those two cases. The obtained result, ηðTÞ, is
shown in Fig. 5. We see that in the full range η≳ 1 and that
η increases as the temperature goes up.
One possible explanation for η≳ 1 is that the free-energy

barrier is somewhat higher than predicted by LAMH. In
this work we use the LAMH theory valid for an infinitely
long wire/ring, while we have shown in previous work that
for a finite-length ring the phase slip actually occurs beyond
ϕc at a higher value ϕ� ¼ ϕc þOðR=ξÞ [39]. This stems
from the Eckhaus nonlinearity of GL equations [44,45].
The calculation for the free-energy barrier in this case is not
available (within GL).
It is also known that a temperature-dependent η can result

if the thermal activation takes place in the presence of
damping that is not simply a constant (e.g., if the damping is
frequency dependent or takes on different values at the free-
energy minima and maxima) [46–49]. In the present experi-
ments, we believe the ring’s dynamics are overdamped [39]
(consistent with the assumptions of LAMH), since we only
observe the flux to change by a single quantum, but we do
not have a more detailed model of the damping from which
to estimate ηðTÞ. We note that such a model could be
developed by extending the results of Ref. [50].
In conclusion, we have measured the escape rates of

phase slips in a single, isolated, homogeneous, one-
dimensional superconducting ring. We have characterized
the system by fitting the IðBÞ data over the full super-
conducting range with 1D GL and then used the obtained
system parameters to calculate the LAMH escape rates. We
compare the resulting prediction to the measured escape

FIG. 4. (a) Mean switching value hBðTÞi, data are shown as
circles. (b) Histogram width σðTÞ, where full or empty dots are
data for sweep-up or down histograms. Dotted lines in (b) are a
prediction for Bc. Both panels: colored regions are the LAMH
prediction for mean/width respectively in the two regimes, no
FWC (blue) and FWC (red), corresponding to cases with or
without the finite-width correction, respectively.

FIG. 5. The factor η in the escape rate exponent [see Eq. (1)]
extracted as detailed in the text.
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rates without any free parameters and find rough agreement
with the LAMH prediction. The remaining discrepancy is
expressed via a factor η in the escape rate exponent, where
we find η≳ 1. We discuss the possible provenance of this
factor from two sources. One is the refinement of the
calculation of the free-energy barrier to include the stabi-
lization beyond the critical point, characteristic of the
Eckhaus instability of 1D GL. The second is that η may
rise from damping that varies with frequency or within the
free-energy landscape, as has been observed for Josephson
junctions in the phase diffusion regime.
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