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We propose a practical alternative to Eliashberg equations for the ab initio calculation of super-
conducting transition temperatures and gap functions. Within the recent density functional theory for
superconductors, we develop an exchange-correlation functional that retains the accuracy of Migdal’s
approximation to the many-body electron-phonon self-energy, while having a simple analytic form. Our
functional is based on a parametrization of the Eliashberg self-energy for a superconductor with a single
Einstein frequency, and enables density functional calculations of experimental excitation gaps. By
merging electronic structure methods and Eliashberg theory, the present approach sets a new standard in
quality and computational feasibility for the prediction of superconducting properties.
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One of the great challenges of modern condensed-matter
theory is the prediction of material-specific properties of
superconductors, such as the critical temperature 7'~ and
the gap at zero temperature A. The model of Bardeen,
Cooper, and Schrieffer (BCS) accounts for the universal
behavior of all conventional superconductors, but is not
able to describe material dependent properties [1]. A major
step toward a first-principles approach to superconductivity
is Eliashberg theory [2]. Within the latter, all the relevant
quantities that govern the superconducting properties of a
material are calculated in the Nambu Green’s function
formalism [3,4] using the analog of GW as approximation
for the self-energy, where W refers to the screened
Coulomb interaction, plus a renormalized phonon propa-
gator. By virtue of Migdal’s theorem [2,4,5], which states
that the neglected terms in the perturbation expansion of the
self-energy are of the order of the square root of the electron
to ion mass ratio, this method describes electron-phonon
coupling effects very accurately. However, the treatment
of Coulomb correlations is much harder, and, in practice,
the electron-electron repulsion is usually modeled by an
adjustable parameter ux, chosen as to reproduce the
experimental T [6,7]. In its common applications, thus,
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Eliashberg theory cannot be considered a truly ab initio
theory either.

Combining good accuracy with moderate numerical
effort, density functional theory (DFT) is the method of
choice for ab initio calculations of material-specific proper-
ties in the normal state. Following the discovery of high-
temperature superconductors, the formal framework of
DFT has been generalized to describe the superconducting
phase of matter [8]. Compared to traditional many-body
approaches, DFT for superconductors (SCDFT) yields two
major advantages: the computational feasibility of the
equations and the absence of any empirical parameter,
such as the px of Eliashberg theory. In SCDFT, both the
normal density n(r) and the superconducting order param-
eter y(r,r’) of the system are reproduced by a noninteract-
ing Kohn-Sham (KS) system, where the exchange-
correlation (xc) effects on superconductivity are included
via the pairing potential A (r, ') [n, y]. Within the so-called
decoupling approximation [9-11], the diagonal matrix
elements of A; with respect to the normal-state KS
Bloch orbitals, Ay, = (@i|A|@k), play the role of a BCS
gap function in the quasiparticle excitation spectrum,

Ek —
normal-state KS orbitals with index k = (k, n), i.e., Bloch

vector k and band index n. The KS system is fully
determined by solving the BCS-like gap equation,

\/E + |Ag|?, where & are the eigenvalues of the

1 tanh(2 Ey)
Ask = _ZkAsk - 5 Zlck,k’ Ti/ Ask’» (1)
k/
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where f is the inverse temperature. The kernel of this
equation consists of two parts: a diagonal part Z;, which
acts as the renormalization term in the Eliashberg equa-
tions, and a nondiagonal part, I} y = ICzek, + lCZf’k,, which
can be interpreted as the interaction responsible for the
formation of Cooper pairs.

As for any DFT scheme, the success of the theory
depends primarily on the availability of reliable exchange-
correlation functionals. However, contrary to ordinary
DFT, where a variety of functionals has appeared over
the years, only one approximation has been proposed for
the superconducting state [10,11]. By means of the opti-
mized effective potential method, the exchange-correlation
kernels of Eq. (1) have been evaluated from the lowest
order exchange diagram of the electron self-energy stem-
ming from the Coulomb and phonon-mediated interactions.
The functional thereby obtained, here referred to as
LM2005, has opened up to fully ab initio calculations of
T - with relevant results [12—18]. In particular, thanks to the
low computational cost of the method, it has enabled the
study of the full k-dependent anisotropy in the super-
conducting gap [19-25].

However, the LM2005 functional suffers from a major
drawback: by construction it neglects higher order proc-
esses that in Eliashberg theory are included by the self-
consistent dressing of the electron Green’s function in the
self-energy diagram. In other words, the functional
approximation is not validated by Migdal’s theorem, which
makes it of questionable accuracy for treating electron-
phonon coupling effects. Attempts to go beyond the
exchange-only approximation have motivated a correction
to the original Z kernel [10,11,26]. Nevertheless, the
corrected functional yields 7'(’s that are systematically
too low [14,19,21] (the most striking example is MgB,,
which is predicted with a T of 25 K, against the
experimental value of 39 K [24]). In this Letter, we
overcome this problem by constructing an exchange-
correlation self-energy that retains the accuracy of the
many-body Eliashberg self-energy, while having a simple
analytic form.

We adopt the 2 x?2 Nambu representation for the
Matsubara Green’s function in momentum space,

Gk, w,)
_F*(k’ a)n)

_F(k’ a)n)
_G(_k’ _a)n) > ’ (2)

where G(k, w,) and F(k,w,) are, respectively, the normal
and anomalous components. The expressions for the
propagators of the unperturbed KS system read as
Gs(k’ w,) = _(iwn + gk)/(a)}% + E%) and Fs(k’ w,) =
—Ag/(w; + E7). Moreover, the Matsubara phonon
propagator has the standard form D,,(v,) = —2w,,/
(vi + @} ,), where g(=k — k') is the phonon wave vector
and 7 is the mode index.

k) =

Using Dyson’s equation, and the fact that the super-
conducting order parameter is given by

ZFk -, ———ZFSk —w,),

for both the interacting system and the KS system, we
obtain the Sham-Schliiter equation [26,27],

- Z (G (k, —w,)E

(ko) = (ko,) - (A0 A‘k) Here, the irre-

ducible Nambu self-energy Z,. can be decomposed into a
(purely anomalous) Coulomb part, and a part involving
the phonon-induced interaction. The Coulomb self-energy
part accounts for the reduction in the superconducting gap
due to the electronically screened Coulomb interaction. We
assume that this effect is described by the anomalous
Hartree potential in the static random-phase approximation
(RPA) [19,28], and focus on developing approximations for
the phononic contribution to Ag.

It is known from Migdal’s theorem that, to a good
accuracy, electron-phonon vertex corrections can be
neglected in the perturbative expansion of the electron
self-energy. However, self-energy insertions of phononic
origin should be included to have a consistent description
of phonon-mediated effects. Accordingly, we approximate
the phononic part of X,. with the Eliashberg self-energy,

xe (k. —@,)G(k, —0,)];; =0, (3)

where

X |gk,k’,n|2Dq,n<wn - wn’>7 (4)
where o3 is the Pauli matrix (; %), and g, are the
electron-phonon matrix elements [29]. After inserting the
expression above for the self-energy, Eq. (3) reduces to
the compact form,

K _ L
T — 7%

T (5)

3

Ask =

which involves the following Matsubara frequency sum-
mations:

1
T]IC( _ = Z[Fs(k’ Cl)n)z)l(g(kv a)n)F(k, a)n)

n

=

_GS(k7 wn)z)l(g(ki wn)G(k’ _wn)]’ (6)

= EZ[G“‘(k, @, (k, w,)F (k, w,,)

+F(k, 0,)Zi (k, —,)G(k, ~w,)], (7)
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Ti :%Z[Fs(kvwn)F(kvwn) - Gs(kva)n)G(k’ _wn)}' (8)

Here, X! and XI2 are, respectively, the normal and
anomalous components of the Eliashberg self-energy
Eq. (4).

Equation (5) is formally correct, but not useful in
practice since solving it requires first calculating the
interacting Nambu Green’s function. Thus, one must rely
on an approximation scheme. The straightforward
approach would be replacing G;, by G, on all the
occurrences to obtain a closed KS equation for Ag;. This
approach yields the LM2005 functional. On the other hand,
setting £,.[Gy.,] = XC[Gi ,] is not justified by Migdal’s
theorem, resulting in an uncontrolled approximation
for Ag.

We now introduce a simple model for which Eq. (5) can
be evaluated exactly, i.e., a conventional superconductor
with a simplified phonon system described by a single
Einstein mode of frequency wg,. We assume that the
superconductor is isotropic, so that the pairing potential
does not depend on the direction of k, but only on the
energy, Ay = A (&). The electron-phonon matrix ele-
ments in Eq. (4) then reduce to gy, = \/Awpn/(2NF),
where 4 is the (isotropic) coupling function and N is the
density of states at the Fermi energy. Here, we choose 4 = 1
and @, = 60 meV. The numerically exact A (&) for the
model is shown in Fig. 1 for several temperature ratios
T/T . As one can see, the overall shape of A, as a function
of £ is independent of the temperature: the potential has a
vanishing first derivative at the Fermi energy, in corre-
spondence of a local minimum, and rapidly approaches
zero at a few times the Debye energy from the Fermi
surface.

10K Juo
-: maX[Ask] ]

Ay (meV)

FIG. 1. Main plot and semilog scale inset at top right: Energy
and temperature dependence of the phonon-only KS pair poten-
tial A, in the Eliashberg approximation for an electronic system
interacting with an Einstein phonon mode of frequency wy, =
60 meV and coupling strength 4 = 1. Inset at top left: Temper-
ature dependence of the peak and Fermi value of the KS gap.

The exact result that we want to emphasize here is the
vanishing of A, at the Fermi level for values of T
approaching zero. This behavior is in striking contrast
with that shown by the LM2005 functional [10]. The latter,
in fact, relies on the assumption that the exact A has to
reproduce the experimental excitation gap (which is indeed
maximum at 7 =0, and decreases monotonically with
increasing temperature, reaching the value of zero at
T = T¢). However, the nonphysical behavior of A should
not be a surprise. The main point is that, like in normal-state
DFT, the KS system is not constructed to give the excitation
spectrum of the real interacting system, but only its density.
In the following, we thus set aside the interpretation of A;
as a true gap function, and work out an approximation
based on the exact result for our reference system.

We substitute the interacting Green’s functions in Eq. (5)
by their KS counterparts selectively, and use our model to
benchmark the resulting approximations. We find that,
although this substitution is generally allowed, it has a
major impact on the prediction of 7 when applied to the
off-diagonal components of X, (i.e., the anomalous irre-
ducible self-energies), yielding unphysical results. To cure
this flaw of the approximation, we introduce an auxiliary
anomalous self-energy in the following form:

2 2
1 7@ qn
Z}{Qn GS _ ( sk )
k;ﬂ a)n + ék/ + }/3Avk/ 0) W + }/
X |gk.k’.r]| Dq,r/(wn - wn’)7 (9)

where y1, 7», and y3 are adjustable parameters. While being
mathematically simple, Eq. (9) has the advantage of
optimally reproducing the off-diagonal component of the
Eliashberg self-energy for the model, upon a suitable
choice of the parameters y;. For the Einstein spectrum,
the bracketed term plays the role of F(k', w, ), where the
frequency dependence of the Eliashberg gap function is
given by the factor y30 / (0 2a)ph) which becomes
exact in the weak couphng hmlt (see the Supplemental
Material [30]) [34]. Using Eq. (9) for X!2 in Eq. (5), and
replacing G by G* elsewhere, we are left with a closed self-
consistent equation for Ag. Notably, the latter involves
only Matsubara sums that can be evaluated analytically,
which avoids the computational complexity of solving the
Eliashberg gap equation.

In proximity of 7'¢, the obtained KS gap equation can be
partially linearized in y. By recasting the simplified
equation in the form (1), the phononic exchange-correlation
kernels read:

Z =
k tanh ﬁ/2 Zlgkk n|

d
(& Ews

dfk qr/) +I(§k7_§k”wqﬂ)}v (10)
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Here, we have defined the functions

w) = f(&)f()n(w)

e _ P& +0)

1(¢. ¢,
e _ pPlEtw)

| a2

(-8 -w (-8 +ow
(1)
|
fE-o) m
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where f (&) and n(w) are, respectively, the Fermi and Bose
distributions. In addition, the Coulomb part of the kernel K¢
is simply given by the matrix elements of the static RPA
screened potential. It should be noted that in deriving
Eq. (10) we have used the symmetric approximation
proposed in Ref. [10]. Coming from the term 7t of
Eq. (7), this kernel accounts for phonon renormalization
effects in the normal state within the exchange-only approxi-
mation. On the other hand, KP" follows from the term 7§ of
Eq. (6), and, through Eq. (9), retains the relevant physics of
the electron-phonon coupling in the superconducting state.

The exchange-correlation functional KP" depends on the
three parameters y;. The straightforward way to fix these
parameters to universal values would be fitting Eq. (9) to
the exact Eliashberg self-energy for the model. However,
for our purposes it is more convenient optimizing the
prediction of 7. This sets y; = 1.33 and y, = 3.8, whereas
it leaves y5 free. We choose the latter to best reproduce the
exact A; as y3 =y;. The T, for the model calculated
from Egs. (10) and (11) is shown in Fig. 2 as a function
of the electron-phonon coupling strength A, compared to
the phonon-only results from Eliashberg theory and the
LM2005 functional.

As already emphasized, within a DFT framework, the
KS equations do not give direct access to the excitation
spectrum of the system. Nevertheless, the Hohenberg-Kohn

150
% 100
< | — SCDFT : LM2005
e SCDFT: this work
50 o Eliashberg 1
L " " " " " " 1 " " " "
00 1 2 3

A

FIG. 2. Comparison of critical temperatures (Eliashberg, black;
SCDFT-LM2005 [10,11], red; SCDFT-proposed functional,
green) for an electronic system coupled to an Einstein phonon
mode of frequency wp, = 60 meV as a function of the electron-
phonon coupling 4.

theorems for SCDFT [8] state that the superconducting
gap is a functional of the ground-state normal and anoma-
lous densities. In this regard, Eq. (9) provides us with a
straightforward approximation to the gap function,

A, =I5 (G126, (14)

and to the experimental superconducting gap, that is the
value of A;, at the Fermi surface [35]. Here Z; ,[G*] =
1+i%! [G*]/@,, where the functional X;',[G*] is simply
obtained by replacing G with G* in the normal component
of the Eliashberg self-energy X!!. Note that in Eq. (14)
we define X} [G*] by the parameter values y; = 1.33,
v» =3.8, and y; =195, which best reproduce the
Eliashberg gap for our reference system [30].

In order to assess the accuracy of the proposed func-
tional, we calculate the gaps and transition temperatures for
a set of superconductors, including elemental systems from
weak to strong coupling, and high-7'~ binary compounds.
In Fig. 3 we show the calculated 7'’s and superconducting
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3| @ Haupmam2013 : A Blackfora1976 : O Giaeverl960 . 130
Eskildsen2002 1 <] Reed1976 : M Hackil983 ]
Geerk1986 : B Ri R 4 H
Cassinese2000 : X Finnemore1965 : E :

O Gasparovic1966 h 120

1% Schoneich1979

=
g 2 [+ Hauptmann2009
N=2

Townsend1962
<

| ¥ Schumann19so
[+ Takasaki2002

[ % Rochhn1967

10

1sh élEXP Jis0
_F Mthis work : ]
Ziof il LMZOOS J100
< : ]

150

H H H H H 0' 1 ] 0
Pb Nb TaC ZrN CaCgq v351 MeB,  sH,

In p-Sn Ta

FIG. 3. Comparison between theoretical and experimental [38—
61] superconducting transition temperatures (7 ) and gaps (A)
showing that the present functional systematically improves over
LM2005 [10,11]. All the materials are simulated at the calculated
lattice within the PBE approximation [62]. Phonons are com-
puted using density functional perturbation theory [29]; Coulomb
scattering is calculated in static RPA.

057001-4



PHYSICAL REVIEW LETTERS 125, 057001 (2020)

gaps, compared with the LM2005 and experimental results
[36]. As one can see, the T’s and gaps predicted by the
new functional are in excellent agreement with the exper-
imental data for all the chosen materials, improving
significantly over the LM2005 approximation. It is impor-
tant to note that, whereas for purely phononic pairing the
LM2005 functional underestimates 7'~ at weak coupling,
and overestimates it at strong coupling (see Fig. 2), in
realistic calculations it tends to underestimate the exper-
imental 7. This deficiency of the LM2005 functional can
be traced back to an incorrect treatment of the 7§ term of
Eq. (6), which spoils the energy dependence of the super-
conducting gap, reducing the Coulomb renormalization
process [7,28]. For completeness, we point out that a
density matrix functional theory for superconductors [37]
has been recently formulated. Owing to its formal similarity
to SCDFT, we expect that this novel approach will also
benefit from our functional.

In conclusion, we have proposed a novel parameter-free
approach, which combines SCDFT and Eliashberg theory,
for the accurate prediction of superconducting properties at
a low computational cost. It is known that the experimental
quasiparticle gap does not correspond to the KS single-
particle gap. Hence, to obtain the quasiparticle gap one
usually resorts to many-body perturbation theory and
performs, e.g., GW calculations. In this Letter, we solve
this fundamental problem in SCDFT by using a KS
representation of the Eliashberg self-energy for a simple
Einstein model to express the superconducting gap as a
functional of the density. In all cases tested so far, the
critical temperatures and gaps predicted by our new func-
tional are in excellent agreement with the experimental
data, while the numerical effort is significantly lower than
the solution of the full Eliashberg equations [63]. The
approach presented in this Letter sets a new standard for the
balance of accuracy and computational cost.
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