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Experimental observations of the ultrafast (less than 50 fs) demagnetization of Ni have so far defied
theoretical explanations particularly since its spin-flipping time is much less than that resulting from spin-
orbit and electron-lattice interactions. Through the application of an approach that benefits from spin-flip
time-dependent density-functional theory and dynamical mean-field theory, we show that proper inclusion
of electron correlations and memory (time dependence of electron-electron interaction) effects leads to
demagnetization at the femtosecond scale, in good agreement with experimental observations. Further-
more, our calculations reveal that this ultrafast demagnetization results mainly from spin-flip transitions
from occupied to unoccupied orbitals implying a dynamical reduction of exchange splitting. These
conclusions are found to be valid for a wide range of laser pulse amplitudes. They also pave the way for
ab initio investigations of ultrafast charge and spin dynamics in a variety of quantum materials in which
electron correlations may play a definitive role.
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Introduction.—Ultrafast tuning of the magnetization in
transition-metal ferromagnets by short laser pulses has
attracted worldwide attention because of possible applica-
tions in ultrafast data storage, switches, and spintronics, to
name a few. The unusual physical effects accompanying such
a fast—femtosecond (fs)—demagnetization, namely, non-
trivial dynamics of electrons, spins and lattice, and their
interactions (e.g., orbital momentum transfer between the
subsystems) have also challenged standard theoretical
explanations (see, e.g., Ref. [1]). Beginningwith the pioneer-
ing observations of Beaurepaire et al. on nickel [2], which
displayed a large demagnetization when excited by an
ultrashort laser pulse, the subject continues to be examined
both experimentally and theoretically. Experimental obser-
vations [2–11] have now confirmed that this laser-induced
demagnetization in Ni bulk and thin films takes place at the
subpicosecond regime. The latest results show the timescale
to be about 20 fs [11]. Unsurprisingly most theoretical
studies have attempted to trace the origin of this demagneti-
zation to intricacies in the electronic and spin structure of the
system.Probably the simplest is the phenomenological three-
temperature (3T) model [2], in which magnetization dynam-
ics is characterized by an effective spin temperature, which
equilibrates through energy exchange between the spin
subsystem and electron and phonon baths. This model has
been used to fit experimentally measured electron and spin
temperatures, but it does not provide a microscopic under-
standing of the processes involved in the demagnetization,
except for the possible role of phonons, which occurs at
the post picosecond stage. A modified 3T model that adds
electron-phonon momentum scattering events [12] and

another that includes dynamical feedback exchange splitting
between majority and minority bands [13] have also been
proposed. Efforts have also beenmade to augment traditional
spin wave theory with laser-induced spin-orbit torque to
explain the recent observations of ultrafast spin decoherence
in Ni [10]. Other proposed mechanisms of demagnetization
include superdiffusive spin transport [14] and collective
excitation [15] scenarios.
Since phonons and other “slow” effects may not play a

large role at femtoseconds, Zhang et al. [16] analyzed a
model Hubbard Hamiltonian that related the demagnetiza-
tion to a combined effect of the external laser field and
spin-orbit coupling—a conclusion later corroborated exper-
imentally [9]. These Hubbard-model based studies (see
Ref. [16] and references therein) have also aimed at
understanding the role of electron correlations in the
demagnetization but the interaction parameters (fitted to
spectroscopic data) used in these studies are quite different
from those that provide good agreement with experimental
data on the Ni Curie temperature and high-temperature
magnetic moment [17].
Ab initio approaches ranging from rigid band density

functional theory (DFT) [18] to time-dependent spin DFT
[19,20] have also had some success. A TDDFT study [20]
based on noncollinear local spin density exchange-corre-
lation (XC) potential with no memory dependence did
demonstrate a large decrease of Ni magnetic moment
(∼43%) within a few dozen fs, as a result of spin-orbit
interactions between the excited and ground state electrons.
However, the pulse fluence used [20] were 2 orders of
magnitude larger and the pulse wavelength about one-tenth
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of those in experiments. On the other hand, incorporation of
the time-dependent Liouville equation into DFT [19] with
rescaled spin-polarized local density approximation (LDA)
and a time-dependent attenuation factor found 10%
decrease of magnetic moment for experimentally relevant
pulse parameters [19]. Although the demagnetization is
much less than in experiments, this study [19] points to the
importance of memory effects in XC potentials. Motivated
by the above suggestions of interplay of electron correla-
tions and memory effects in ultrafast demagnetization, we
present a theoretical model in which we incorporate non-
Markovian dynamics in noncollinear spin-density TDDFT
[21,22] with the XC kernel derived from dynamical mean-
field theory (DMFT) [23,24] based on a Hubbard model
suitable for transition metals with partially filled d orbitals.
Apart from inherent inclusion of memory effects [25,26],
the approach tracks electron correlations at timescale
during which lattice effects may be neglected: the first
(0–20 fs) of ultrafast spin dynamics in Ni.
Note that such a noncollinear theory would allow spins

to flip (Fig. 1) without requiring conservation of Sz, since
the magnetization direction varies in space and the z
component of spin is not a good (global) quantum number.
Realization of such systems includes the helical spin-wave
ground state for γ-Fe [27] and systems with varying surface
magnetization. One could also visualize a scenario in which
the ground state constitutes collinear spins but coupling of
the spin-up and spin-down densities, either through an
external transverse magnetic perturbation or a spatially
dependent effective magnetic field generated by reorienta-
tion of the magnetic moments, leads to noncollinearity.
Computational details.—First, we perform spin-

polarized DFT [28,29] calculations using the QUANTUM

ESPRESSO code [30] to obtain spin-resolved orbital density
of states (DOS) and corresponding Kohn-Sham eigenfunc-
tions. The Perdew-Burke-Ernzerhof (PBE) functional [31]
under the generalized gradient approximation (GGA) is
used to describe the electronic exchange-correlation con-
tribution to the total energy. The valence electron (4s2 3d8)
wave functions are expanded using a plane-wave basis
with kinetic energy cutoff of 35 Ry and scalar-relativistic,
ultrasoft pseudopotential is used to describe core
electrons and the nuclei. The bulk Ni Brillouin zone is
represented by the Monkhorst-Pack k-point scheme [32]

with a 15 × 15 × 15 grid mesh. The structure is ionically
relaxed such that forces on an atom converge within
10−3 Ry=Å and the total energy within 10−4 Ry. The
calculated lattice constant of 3.52 Å agrees well with
experiments [33]. In the postprocessing calculations of
the DOS, 30 × 30 × 30 k points and 20 bands are used.
For the effective Hubbard Hamiltonian solved within

DMFT, we choose the local Coulomb repulsion U ¼
3.0 eV and the exchange energy J ¼ 0.9 eV obtained by
constrained DFT [34], which successfully reproduces
several experimental features of Ni [17,35]. To solve
DMFT equations in the Matsubara (imaginary) frequency
representation with discrete fermionic frequencies iωn ¼
iπTð2nþ 1Þ, we take n ¼ 250, kBT ¼ 0.01 eV and use the
multiorbital iterative perturbation theory (MO-IPT)
approximation [36] (details in the Supplemental Material
[37], Sec. I) which reproduces the main features of the
DMFT solution and is computationally less demanding
than the state of the art continuous-time quantum
Monte Carlo solver [38]. The obtained Green’s function
is then transformed into the real frequency representation
through the Pade approximation [39]. With the above
parameters, we obtain Ni Curie temperature Tc ≈ 627 K,
in good agreement with 631 K found in experiments [33].
Although this agreement may be fortuitous, it indicates that
the chosen U and J values are not unrealistic.
To simulate electron dynamics, we use spin-flip TDDFT

Kohn-Sham equations for the spin wave functions, whose
general form is��

−∇2

2m
þVH½n�ðr; tÞ

�
δσσ0 þVXCσσ0 ½n�ðr; tÞþVextσσ0 ðr; tÞ

�

Ψkσ0 ðr; tÞ¼ i
∂Ψkσðr; tÞ

∂t ; ð1Þ
where −∇2=2m is the kinetic energy operator,
VH½n�ðr; tÞ ¼

R ½nðr0; tÞ=jr − r0j�dr0 is the Hartree poten-
tial, VXCσσ0 ½n�ðr; tÞ is the XC potential matrix, σ refers to
spin indices, and Vextσσ0 ðr; tÞ is the external potential. Here
VXCσσ0 ½n�ðr; tÞ is a functional of the spin-density matrix

nσσ0 ðr; tÞ ¼
X
k≤kF

Ψkσðr; tÞΨ�
kσ0 ðr; tÞ; ð2Þ

and Vextσσ0 ðr; tÞ represents the laser pulse field which in the
dipole approximation is δσσ0er:EðtÞ (valid since the pulse
wavelength is longer than the lattice parameters). The
external electric field is taken as EðtÞ ¼ E0e−t

2=τ2 cosðωtÞ
ðx̂þ ŷþ ẑÞ, where E0, τ, ω, x̂; ŷ, and ẑ are the electric field
amplitude, the pulse duration, the field frequency and the unit
vectors along x, y, and z-directions, respectively. Unless
specified otherwise, in this work E0 and ℏω are 0.05 V=Å
and 2 eV, as in the TDLDA study [18], whereas τ is taken to
be 7.2 fs, slightly less than previously used [18].
Using linear response, the XC potential in Eq. (1) can be

expressed in terms of XC kernel matrix fXCσσ0σ̄σ̄0 ðr; t; r0; t0Þ
as

FIG. 1. Schematic representation of Coulomb repulsion in-
duced spin-flip processes in Ni upon perturbation by a laser pulse
that results in ultrafast demagnetization of the system.
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VXCσσ0 ½n�ðr; tÞ
¼ VXCσσ0 ½n�ðr; t ¼ 0Þ

þ
X
σ̄;σ̄0

Z
fXCσσ0σ̄ σ̄0 ðr; t; r0; t0Þδnσ̄ σ̄0 ðr0; t0Þdr0dt0; ð3Þ

where VXCσσ0 ½n�ðr; t ¼ 0Þ is the static or DFT part of the
XC potential and

fXCσσ0σ̄σ̄0 ðr; t; r0; t0Þ ¼
δVXCσσ0 ½n�ðr; tÞ
δnσ̄σ̄0 ðr0; t0Þ

: ð4Þ

In the DMFT approximation, fXCσσ0σ̄σ̄0 ðr; t; r0; t0Þ
becomes the product of the space- and time-dependent parts

fXCσσ0σ̄ σ̄0 ðr; r0; t; t0Þ ¼ δðr − r0ÞfDMFT
XCσσ0σ̄ σ̄0 ðt − t0Þ; ð5Þ

where fDMFT
XCσσ0σ̄σ̄0 ðt − t0Þ is obtained from Fourier transform

of the frequency-dependent term fDMFT
XCσ00σ000σ̄00σ̄000 ðωÞ that sat-

isfies the equation

χαβðωÞ ¼ χð0Þαβ ðωÞ þ
X
γ;δ

χð0Þαγ ðωÞfDMFT
XCγδ ðωÞχδβðωÞ: ð6Þ

In Eq. (6), to simplify notation we express the XC kernel
and other matrices (defined below) in the form of a 4 × 4
matrix whose rows (columns) are defined by pairs of the
following indices: 1 ¼ ↑↑, 2 ¼ ↑↓, 3 ¼ ↓↑, and 4 ¼ ↓↓.
The other matrices in Eq. (6) are the Fourier transform of the
correlation function (generalized susceptibility) χσσ0σ̄σ̄0 ðtÞ ¼
−P

a;bhT̂caþσ ðtÞcaσ0 ðtÞcbþσ̄ ð0Þcbσ̄0 ð0Þi [χð0Þσσ0σ̄ σ̄0 ðωÞ for the non-
interacting case], where caσ and caþσ are the electron annihi-
lation and creation operators, respectively, a, b are band
indices, and T̂ is the time-ordering operator (for details see
Supplemental Material [37], Sec. II).
After we calculate the susceptibility within DMFT, we

substitute it into Eq. (6) to obtain the following XC kernel
matrix after matrix inversion:

f̂DMFT
XC ðωÞ¼

0
BBB@
fXC11ðωÞ 0 0 0

0 0 fXC23ðωÞ 0

0 fXC32ðωÞ 0 0

0 0 0 fXC44ðωÞ

1
CCCA:

ð7Þ
Substitution of the time domain transformation of the above
matrix in Eq. (3) yields the XC potential. The nondiagonal
elements of Eq. (7) represent spin-flip processes: for
example, fXC32ðωÞ accounts for spin-up to spin-down
transition. Furthermore, the limiting case of “no-memory”
solution of the problem is obtained by approximating the
XC kernel f̂DMFT

XC ðωÞ ¼ f̂DMFT
XC ð0Þ, which in the real time

representation becomes

fXCσσ0σ̄σ̄0 ðr; r0; t; t0Þ ¼ δðr − r0ÞfDMFT
XCσσ0σ̄σ̄0 ð0Þδðt − t0Þ: ð8Þ

Finally, the Kohn-Sham equation [Eq. (1)] is solved
using the density-matrix formalism in which the time-
dependent density matrix elements ρlnkσσ0 ðtÞ are calculated
by propagating the Liouville equation i½∂ρlnkσσ0 ðtÞ=∂t� ¼
½H; ρ�lnkσσ0 ðtÞ, where Hnl

kσσ0 ðtÞ ¼
R
ψn�
kσðrÞĤσσ0 ðr; tÞψ l

kσ0 ðrÞdr
are the time independent orbital-spin matrix elements
of the Hamiltonian Ĥσσ0 ðr; tÞ defined by Eq. (1) (see
Supplemental Material [37], Sec. III for details).
A final remark should be made about the angular

momentum dynamics of the system. Earlier models
assumed possible change of angular momentum of the
system due to photon absorption [16]. More popular (see,
e.g., Refs. [12,40,41]) is the scenario in which the spin-flip
processes are accompanied by transfer of angular momen-
tum to the lattice as a result of electron-phonon scattering.
During the after-pulse dynamics, in the absence of electron-
phonon scattering, noncollinear coupling may be sufficient
to redistribute angular momentum between spin and orbital
momenta “subsystems.” In the absence of spin-orbit inter-
action, one may thus expect ultrafast demagnetization
driven by electron correlation effects which may lead to
a redistribution of the excited electrons from the majority to
minority bands [42]. In this work, we consider an electron
correlation induced (noncollinear) scenario of ultrafast
demagnetization.
Results.—In Fig. 2, we show the TDDFT results for the

time dependence of demagnetization in Ni after laser pulse
perturbation, using three different XC kernels: (i) with full
memory effects; (ii) no memory effects; (iii) memory
effects in only the spin-flip part. The first produces

FIG. 2. The demagnetization dynamics, dmðtÞ, calculated from
Eq. III. 3 in the Supplemental Material [37] by using XC kernel
matrix with full memory dependence, i.e., Eq. (7) (edge of pink
shaded area), with no memory dependence, i.e., Eq. (8) (edge of
blue shaded area) and with only spin-up to spin-down flip part of
the memory dependence, i.e., keeping only fXC32 in Eq. (7)
nonzero (edge of green shaded area). The amplitude, duration,
and frequency of pulse are taken as 0.05 V=Å, 7.2 fs, and
ℏω ¼ 2 eV, respectively. The dynamics for limiting cases of no
fXC and LDA XC in TDDFT is shown in the inset.
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demagnetization of 56% in good agreement with what we
extract from experimental data: ∼40% for pulse with ℏω ¼
2 eV and 7 mJ=cm2 fluence [2] and ∼70% for pulse of
ℏω ¼ 1.55 eV and fluence of 7.36 mJ=cm2 (absorbed
fluence of 2.56 mJ=cm2) [11], while the XC kernel with
no memory effects results in about 25.8% demagnetization.
This last result is interesting despite being one-half of that
obtained with memory effects, as it is much larger than
those obtained with standard TDDFT, pointing to the
importance of electron correlations which is inherent in
our XC kernel. Figure 2 also shows demagnetization of
50.6% when memory effects are confined to the spin-flip
part of the XC kernel, indicating that the major channel
of demagnetization is spin-up to spin-down transition. To
probe further the origin of this enhanced ultrafast effect, we
plot in Fig. 3 the time dependence of the matrix elements of
the DMFT XC kernel to find that the effect is dramatic only
at short times (<0.1 fs), dying out within ∼1 fs, which is of
order of electron-electron scattering time in correlated
materials.
The inset of Fig. 2 summarizes the demagnetization that

we obtain in the limiting case of zero fXC and standard
TDLDA. Note that the maximum demagnetization obtained
for these cases is about 0.28%, a value close to that
obtained in other theoretical studies and far from the
experimental results, as summarized in the introduction.
Analyses of the orbital and spin-resolved excited charge

dynamics shown in Fig. 4 provide further insight that the
population of the excited spin-down electrons is signifi-
cantly higher than those of spin-up orientation. This result
is consistent with the higher density of unoccupied spin-
down states near the Fermi energy (EF) in Fig. 5, which
compares the DOS of Ni d states obtained with DFT and
DFTþ DMFT. Among all spin-down orbitals, the presence
of higher excited charge density in the dxy, dyz, and dxz
orbitals as compared to the dz2, dx2−y2 orbitals is also
consistent with their relatively higher DOS near EF in
Fig. 5. The slight shift in the DMFT DOS compared to the
DFT solution in Fig. 5 is attributable to local correlation

and exchange effects. Note that the change in the magnetic
moment per Ni atom is minor: 0.64 μB in DFT and 0.61 μB
in DMFT—a bit closer to the experimental value of 0.57 μB
[43]. The slight reduction in the magnetic moment in
DMFT may be ascribed to small increase in the occupancy
of spin-down orbitals. Since the imbalance in the orbital
occupancy that contributes to magnetization results mostly
from 3d orbitals and since near EF the d orbitals DOS is
significantly higher than that of the p orbitals, especially in
the valence band, we have considered contributions of only
the d orbitals in the study. It should be noted that the orbital
DOS presented in Fig. 5 are not in exact agreement with
those in other studies, e.g., in Ref. [44], as a result of
differences in the applied DMFT solvers. However, the
main features of the total d-electron DOS are similar in all
cases: both spin-up and spin-down states are mostly located
between −5 eV and EF, while the predominantly empty
spin-down states occupy energies below∼0.5 eV. Thus, the
excited (to a large degree, state-averaged) dynamics of total
spin-up and spin-down densities that define the total
experimentally observed demagnetization is expected to
be similar despite subtle differences in the DOS.

FIG. 3. Time dependence of the nonzero components of the
DMFT XC kernel of bulk Ni obtained from the Fourier transform
of matrix elements in Eq. (7).

FIG. 4. Orbital and spin resolved dynamics of excited charge
obtained as the diagonal elements of the density matrix.

FIG. 5. The projected density of states (PDOS) of bulk Ni
obtained using DFT (shaded area) and the spectral function
obtained using DFTþ DMFT approach (continuous curves) with
on-site Coulomb interaction ðUÞ ¼ 3.0 eV and exchange inter-
action ðJÞ ¼ 0.9 eV. The PDOS of minority spin is flipped. The
majority (minority) PDOS curves are above (below) the yellow
horizontal line.
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In agreement with experimental results, our calculations
show a strong dependence of demagnetization on the pulse
field amplitude, i.e., the intensity or fluence [11,12,45], and
the demagnetization time increases with amplitude [46] (see
Fig. SI. 1 in the Supplemental Material [37], which includes
details of demagnetization calculations). Examination of the
change of the (m) components and of the total z projection of
the angular momentum during the process of demagneti-
zation (Supplemental Material [37], Sec. V) also reveal that
change is small (see Fig. SI. 2 in the Supplemental Material
[37]), which confirms that spin-flip processes play a
dominant role in the demagnetization. We should also
emphasize that the demagnetization time depends strongly
on the pulse duration. For example, the experimental
demagnetization time constants for Ni obtained by Radu
and collaborators, ∼120 fs [47], were obtained for pulses
much longer (∼60 fs) than those considered by us.
Naturally, longer pulses produce more excitations, i.e., they
increase the effect of interactions and as a result increase the
demagnetization time. Besides, the demagnetization time
cannot be shorter than the pulse duration (which is 60 fs in
Ref. [47]). Since electron correlations and memory effects
are expected to be at the 1–10 fs timescale (rough estimate of
electron scattering time from correlations or exchange is
ℏ=U ∼ 0.2 to ℏ=J ∼ 1 fs, plus the memory time, which we
showed earlier to be∼1 fs), we choose here short pulses that
allow examination of the effects with relatively low com-
putational cost. More generally, as our results for demag-
netization for different pulse fluences show (Fig. 1 in the
Supplemental Material [37]), demagnetization time
increases with increasing pump fluence, in agreement with
experimental observations (see, e.g., Ref. [11]).
In short, we have demonstrated above that spin-flip

processes caused by electron correlations in a noncollinear
spin system produces a large demagnetization in Ni at
timescales comparable to that experimentally observed
∼50 fs. It is important to stress that the above scenario
is valid only for noncollinear spin systems in which spin
spatial orientations vary site to site on the lattice. While
lattice (phonon) effects may also contribute to the mag-
netization dynamics in this noncollinear scenario, we
expect them to be important at longer times [12].
Conclusions.—In this work, on the basis of spin TDDFT

with noncollinear DMFT XC kernel which incorporates
time-resolved Coulomb interactions we have provided a
theoretical understanding of the experimentally observed
large ultrafast demagnetization of Ni by tracing it to spin-
flip transitions resulting from electron correlations and
memory effects that occur at few fs after perturbation by a
laser pulse. In other words, our results suggest that electron
correlations, and not photon-orbital momenta, electron-
phonon, or other interactions, play the dominant role in
femtosecond scale dynamics. The other contributions occur
at larger timescales. Conclusions about a definitive role of
electron correlations in Ni demagnetization were also

drawn recently in a real-time TDDFT analysis [48] with
the spin LDA exchange correlation potential and pulses
longer than those considered. However, demagnetization
times and values comparable to experiments could only be
obtained when significant disorder was introduced in the
system, unsurprisingly because of limitations of LDA
already discussed.
Our results without time-resolved electron-electron inter-

actions also lead to demagnetization, albeit only one-half
the observed demagnetization, pointing to the importance
of the memory or time or frequency dependence of the
kernel. Nevertheless, some questions need further answers
for full success of the present DMFT inspired TDDFT
framework, the most important of which are the nonlinear
response (requiring approximation beyond the XC kernel)
and the longer-time dynamics, at which point phonon
scattering becomes important. These are topics for future
investigations. The ab initio framework provided here
should pave the way for applications to other magnetic
systems including iron and cobalt, for which we expect a
similar behavior due to similarities in their density of states
and local Coulomb repulsion energies. Understanding of
the combined role of electron correlations, spin-orbit
interactions, phonon mediated spin interactions, would
eventually help obtain the design principles for ultrafast
magnetic technologies.
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