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Nanofluidic systems show great promise for applications in energy conversion, where their performance
can be enhanced by nanoscale liquid-solid slip. However, efficiency is also controlled by surface charge,
which is known to reduce slip. Combining molecular dynamics simulations and analytical developments,
we show the dramatic impact of surface charge distribution on the slip-charge coupling. Homogeneously
charged graphene exhibits a very favorable slip-charge relation (rationalized with a new theoretical model
correcting some weaknesses of the existing ones), leading to giant electrokinetic energy conversion. In
contrast, slip is strongly affected on heterogeneously charged surfaces, due to the viscous drag induced by
counterions trapped on the surface. In that case slip should depend on the detailed physical chemistry of the
interface controlling the fraction of bound ions. Our numerical results and theoretical models provide new
fundamental insight into the molecular mechanisms of liquid-solid slip, and practical guidelines for
searching new functional interfaces with optimal energy conversion properties, e.g., for blue energy or
waste heat harvesting.
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Introduction.—The development of sustainable alterna-
tive energies is one of the greatest challenges faced by our
society, and nanofluidic systems could contribute signifi-
cantly in that field [1–5]. For instance, membranes with
nanoscale porosity could be used to harvest energy from the
salinity difference between sea and river water [6–8] or
from waste heat [9,10]. Energy conversion in nanofluidic
systems originates at liquid-solid interfaces, where the
properties of the liquid differ from their bulk value
[11,12]. In particular, in aqueous electrolytes, the so-called
electrokinetic (EK) effects—coupling different types of
applied forcing and induced flux—are controlled by hydro-
dynamics and electrostatics in the electrical double layer
(EDL), a nanometric charged layer of liquid in contact with
charged walls [13–15]. Consequently, the EK response of
an interface is largely controlled by the wall surface charge
[16]. Yet, nanoscale liquid-solid slip [17,18] can amplify
EK effects [19–27]. Slip is quantified through the Navier
boundary condition, balancing the viscous shear stress at
the wall, η∂zvjz¼zw (with η the viscosity and ∂zvjz¼zw the
shear rate at the wall), and a liquid-solid friction stress
λvs (with vs the slip velocity and λ the fluid friction
coefficient) [28,29]. The Navier boundary condition is
usually rewritten as vs ¼ b∂zvjz¼zw , defining the so-called
slip length b ¼ η=λ [17].
In the presence of slip, the EK response is amplified by a

factor 1þ b=L, where L is the thickness of the interfacial

layer (e.g., the Debye length λD for the EDL) [12,22,30,31].
For optimal performance, it is therefore critical to use
surfaces with both a large surface charge and a large slip
length. With that regard, it has been shown that the slip
length decreases when surface charge increases [32–35],
which impacts the EK energy conversion efficiency [36].
The slip-charge coupling has been investigated both theo-
retically and experimentally over the recent years [37–43];
in particular, a theoretical description has been proposed
[32] for model surfaces with a homogeneous charge, which
can arise from the polarization of a conductive surface,
analogous to, e.g., the charging of amorphous carbon
electrodes in supercapacitors [44–47]. However, for most
surfaces, charge arises from the dissociation of surface
groups or specific adsorption of charged species, resulting
in a spatially heterogeneous charge. Both experiments and
simulations have shown that lateral heterogeneity of surface
charge can have a strong impact on the interfacial water
structure [48,49], and in general, it is not clear that the
existing theoretical description of slip-charge coupling [32]
is suitable to describe heterogeneous surfaces.
In that context, we used molecular dynamics (MD)

simulations to investigate the impact of surface charge
distribution on liquid-solid slip, with the goal to understand
and optimize the slip-charge dependency. To that aim we
considered a model interface between aqueous sodium
chloride and charged graphene. We observed a dramatic
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impact of the surface charge distribution, which we
rationalized through analytical modeling. We then explored
the consequences of charge distribution on slip-enhanced
EK energy conversion, and predicted a giant performance
of polarized graphene.
Systems and methods.—We conducted MD simulations

with the LAMMPS package [50] to investigate the change of
slip length as a function of both the surface charge density
and its distribution. Here, we present the main features of
the simulation setup; technical details can be found in
the Supplemental Material (SM) [51]. We considered an
aqueous NaCl solution confined between two parallel
graphene sheets. Previous MD work [32,33,59] has shown
that the slip-charge coupling was not significantly affected
by the salt concentration, and here we used a constant
concentration ρs ∼ 1.3M in all configurations, unless
specified. The corresponding Debye length λD was ca.
0.26 nm. The distance between the graphene sheets was
∼10 times larger than λD, so that the EDLs of both walls
were well separated. We used periodic boundary conditions
in the x and y directions parallel to the sheets, with a lateral
box size of ca. 3.5 nm. We simulated both homogeneously
and heterogeneously charged graphene walls, with surface
charge density Σ from −0.06 to 0 C=m2 (see Fig. 1). We
also considered surfaces with a positive charge, and
obtained identical results for homogeneous charge, but
different results for heterogeneous charge, as discussed
later. On homogeneously charged (“polarized”) walls with
a surface area of A, each atom on a wall was charged by
q=N, where q ¼ Σ × A is the total charge and N is the total
number of carbon atoms on the wall. The maximum charge
per atom, obtained for jΣj ¼ 0.06 mC=m2, was ∼0.01e. We
checked using density functional based tight binding [60]
simulations that the graphene structure was barely modified
by such a charge [51]. On heterogeneously charged walls
with the same area and charge density, n ¼ q=e random
selected carbon atoms were charged by an elementary
charge e.
We used the TIP4P=2005 force field [61] for water. Ions

were simulated with the scaled-ionic-charge model by
Kann and Skinner [62], using a scaling factor of 0.85.

For consistency, the charge of wall atoms was rescaled with
the same factor as for the ions [63] in the simulation.
Nevertheless, we used the unscaled charge for the later
calculation of surface charge density. Water and carbon
interacted through a recently proposed force field calibrated
from high-level quantum calculations of water adsorption
on graphene [64]. The systems were maintained at T ¼
298 K and p ¼ 1 atm. A Couette flow was generated in the
liquid by moving the walls with a constant speed of jVxj in
opposite directions along the x axis (jVxj ¼ 10–50 m=s).
We employed the same method discussed in Ref. [65] to
compute the slip length [51].
Results and discussion.—Figure 2(a) shows the evolu-

tion of b as a function of the surface charge density jΣj, for
homogeneously and heterogeneously charged graphene
walls. For comparison, results from Ref. [33] obtained
with a generic hydrophobic surface are also shown.
Consistently with previous MD results on graphitic

FIG. 1. Two surface charge distributions were considered in
this work: (a) homogeneous charge, with all surface atoms baring
the same partial charge (“polarized wall”); (b) heterogeneous
charge, with a fraction of surface atoms baring an elementary
charge.

(a)

(b)

FIG. 2. (a) Slip length b versus surface charge density jΣj:
simulation results for homogeneously (green circles) and hetero-
geneously (brown squares) charged graphene, and for a generic
hydrophobic wall with homogeneous charge (blue diamonds,
taken from Ref. [33]); Green and blue lines are fits with Eq. (1),
and the brown line is a fit with Eq. (2). (b) Slip length on
homogeneously charged surfaces normalized by the uncharged
value b=b0 as a function of the dimensionless parameter x in
Eq. (1); simulation results for graphene (green circles) and
graphenelike surfaces, either with different wettability (pink
triangles) or strained graphene (blue squares); all results are
fitted with Eq. (1), using a single value of α ¼ 0.165.

PHYSICAL REVIEW LETTERS 125, 014501 (2020)

014501-2



surfaces [66,67], the slip length on uncharged graphene is
very large, ca. 45 nm. Upon charging the surface, the slip
length decreases, but the effect of surface charge density on
slip is dramatically different between the homogeneous and
the heterogeneous walls. On polarized graphene, as jΣj
increases from 0 to 0.06 C=m2, b gradually decreases from
45 to 30 nm. On heterogeneously charged graphene, b
decays much faster, down by more than a factor of 2 for
only 0.015 C=m2. Finally, comparing the two homo-
geneous walls, graphene comes out as a more interesting
surface than the hydrophobic surface considered in
Ref. [33], combining both a larger slip length on the
uncharged wall, and a weaker charge dependency.
In order to rationalize the MD results, and identify

criteria for optimal slip-charge dependency, we developed
two models to describe the homogeneous and hetero-
geneous cases. For a homogeneous surface charge, we
reconsidered a calculation presented in Ref. [32], as
detailed in the SM [51]. This calculation is based on a
Green-Kubo expression for the liquid-solid friction coef-
ficient λ (related to the slip length through the viscosity:
b ¼ η=λ). The Green-Kubo formula relates λ to the fluc-
tuations of the friction force at equilibrium. By separating
the electrostatic and the nonelectrostatic contributions to
the friction force, one can show that

b ¼ b0
ð1þ αxÞ2 ; with

x ¼
�
3πσlb0

σ2s

�
1=2

�
li
B

σs

��
Σσ2s
e

�
2

; ð1Þ

where b0 is the slip length on the neutral surface, α a
numerical prefactor, σl the effective hydrodynamic diameter
of liquid particles, σs the wall interatomic distance, and
li
B ¼ e2=ð4πεidkBTÞ the Bjerrum length of the interface

(with εid the dielectric permittivity of the interface). Note that
α encompasses the unknown ratio between the corrugation
of the tangential electric force and the characteristic normal
electric field, which should, in particular, depend on the
crystallographic structure of the wall. As discussed in
Ref. [33], because friction arises mainly from interactions
between the first liquid adsorption layer and the solid
surface, the dielectric permittivity and corresponding
Bjerrum length li

B in Eq. (1) should be those of the vacuum
gap separating these two layers: li

B ¼ l0
B ≈ 55.8 nm at

room temperature.
To fit the MD results for homogeneous charge with

Eq. (1), σl was obtained from the Stokes-Einstein relation
between TIP4P=2005 water self-diffusion and viscosity,
characterized in Ref. [68]: σl ¼ kBT=ð3πηDÞ ¼ 0.214 nm;
σs was set to 0.142 nm for graphene, and 0.337 nm for the
generic surface. The only free parameters were therefore b0
and α. Equation (1) fits the MD results very well, using

b0 ¼ 45.1 nm and α ¼ 0.165 for graphene, and b0 ¼
5.48 nm and α ¼ 0.270 for the generic surface.
In particular, the model shows that the relevant character-

istics of the wall controlling the slip-charge dependency are
the uncharged slip length (the higher b0 is, the faster b
decreaseswithΣ) and thewall interatomic distance (the larger
σs is, the faster b decreases with Σ). For instance, graphene,
having a larger uncharged slip length, should display a
stronger slip-charge dependency than the LJ wall, but it
benefits from a smaller interatomic distance that overcom-
pensates the effect of the uncharged slip length. Therefore, the
behavior of graphene, which combines a large uncharged slip
length and aweak slip-charge dependency, canbe traced back
to the unusually small interatomic distance, and should for
that reason be quite unique. Nevertheless, Eq. (1) can still be
used as a guideline to search for other surfaces with
potentially favorable properties.
With that in mind, note that Eq. (1) differs in several

aspects from a similar equation introduced previously,
Eq. (12) in Ref. [32]. First, this new expression does not
rely on the assumption that the electric friction is small as
compared to the nonelectric friction. Even in the low
surface charge limit, the prefactor in front of Σ2 scales
differently with the uncharged slip length b0: b

1=2
0 here

versus b10 in the previous formula. Additionally, the present
formula now clarifies how the slip length depends on the
liquid and solid atomic sizes. To test Eq. (1) further and in
particular the predicted impact of b0 and σs, we considered
graphenelike surfaces where we varied independently these
two parameters. First, we varied the LJ interaction energy
between carbon and water atoms without changing the wall
structure, in order to change b0 for a constant σs. Second,
we considered artificially strained graphene walls, i.e., we
changed the interatomic distance σs while keeping the same
water-carbon interaction energy as for graphene (here b0
was also affected by the strain). When doing so we also
changed the number of wall unit cells in order to keep the
surface (and surface charge density Σ) approximately
constant, and always recomputed the exact value of Σ
[51]. Figure 2(b) compares the predictions of the model and
the simulation results, which match quite well and validate
the new model (details and a comparison with the previous
formula are given in the SM).
We now turn to the heterogeneously charged surfaces. In

that case, counterions can strongly bind to the charged sites.
In general, the fraction of bound counterions should depend
on the details of the surface physical chemistry and ion
distribution in the EDL. However, in the specific case of the
negatively charged graphene surfaces considered in this
work, all counterions were bound to a charged site, and
remained trapped during the whole simulation (we checked
that this remained true for a lower salt concentration of
∼0.13M). In that case one can consider that the bound
counterions belong to the solid surface and effectively
cancel the surface charge. Consequently, we can estimate
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the slip length as that of a neutral liquid in contact with a
neutral wall, build from the charged wall and the bound
counterions. The latter protrude over the otherwise smooth
surface and generate a Stokes drag, which can be described
following a similar derivation used to predict the slip of a
liquid over a surfactant layer [59]. As detailed in the SM
[51], for monovalent ions one can show that

b ¼ b0
1þ 3πσhb0ðjΣj=eÞ

; ð2Þ

where b0 is the slip length on the uncharged surface, and σh
the effective hydrodynamic diameter of the counterions,
controlling their individual viscous drag.
Equation (2) fits the numerical results very well, using

b0 ¼ 45.1 nm as for the homogeneously charged graphene,
and σh ¼ 0.261 nm. The fitted effective hydrodynamic
diameter σh of the counterions is quite reasonable, with
a value close to the van der Waals diameter of the ions.
Furthermore, we show in the SM [51] that Eq. (2) also
describes consistently modified graphene with different
wettability or interatomic distance.
However, in general, not all counterions will bind to the

wall. In that case, the slip length will not be directly
connected to the surface charge, and will be controlled the
fraction of bound ions. Through this fraction, the slip length
should therefore depend on the specific physical and
chemical features of the interface, in contrast with the
homogeneous charge case, where only a few well con-
trolled parameters influence slip. As a striking illustration,
we simulated heterogeneously charged graphene with a
positive charge, see the SM [51]; in that case, Cl− counter-
ions did not bind to the charged sites, consistently with a
previous observation on a similar system by Qiao and
Aluru [69], and resulting in a different slip-charge relation.
We now would like to explore the impact of the slip-

charge relation on the energy conversion performance of
nanofluidic systems. To that aim, we will focus on electro-
mechanical energy conversion at charged surfaces, consid-
ering the two reciprocal EK effects of electro-osmotic flows
and streaming current [13,14]. Experimentally, the ampli-
tude of EK effects is quantified by the so-called zeta
potential—denoted ζ, extracted frommacroscopic measure-
ments of the EK response using the Helmholtz-
Smoluchowski equation [15,16], which relates the applied
forcing and the resulting flux: for electro-osmosis, veo ¼
−ðεdζ=ηÞEx (with Ex the applied electric field, veo the
resulting electro-osmotic velocity, εd the dielectric permit-
tivity of the liquid), and for streaming current, je ¼
−ðεdζ=ηÞð−∇pÞ (with −∇p the applied pressure gradient,
and je the resulting electrical current). According to this
experimental definition, ζ is a macroscopic response coef-
ficient, arising from the coupling of electrostatics and
hydrodynamics in the EDL. As such, it has been shown
theoretically and experimentally that the zeta potential can

be amplified by liquid-solid slip [19,20,30,31,70,71], and
writes [32]

ζ ¼ V0

�
1þ b

λeffD

�
¼ V0 þ

Σb
εd

; ð3Þ

with V0 the surface potential, and where λeffD ¼
−V0=∂zVjz¼zwall characterizes the thickness of the EDL.
The second expression for ζ shows that liquid-solid slip
simply adds a contribution ζslip ¼ Σb=εd to the surface
potential, which only depends on Σ, b, and εd.
For polarized graphene, using Eq. (1) to express b, jζslipj

is predicted to go through a maximum of ∼2000 mV, for
jΣj ∼ 0.06 C=m2 (corresponding to a charge per atom of
∼0.01e, comparable with charges in the amorphous carbon
electrodes of supercapacitors [44–47]), see Fig. 3 and the
SM [51]. This value exceeds by far usual zeta potentials,
which typically saturate around 4kBT=e ∼ 100 mV. To
confirm the prediction of the model, we performed explicit
streaming current simulations [51]: we applied a pressure
gradient to the liquid, measured the resulting electrical
current, and computed the zeta potential using the
Helmholtz-Smoluchowski equation. The computed zeta
potential indeed matches the theoretical prediction, see
Fig. 3. Consequently, polarized graphene appears as an
ideal system to evidence experimentally the zeta potential
amplification by liquid-solid slip.
For heterogeneously charged graphene with Σ < 0, all

counterions being trapped at thewall, there is no net charge in
the liquid, so that the zeta potential must vanish. We
performed direct streaming current simulations for Σ ¼
−0.03 C=m2 to confirm that prediction and indeedmeasured
a vanishing value within error bars, ζ ¼ −3.9� 6.8 mV.
Of course this result is specific to the systems simulated

here. For instance, as shown previously [69], simply
reversing the surface charge changes the counterion adsorp-
tion behavior, and consequently the zeta potential. In

FIG. 3. Zeta potential, quantifying the electrokinetic response
of the interface, versus surface charge density for homogeneously
charged graphene. The line represents the theoretical prediction
for the slip contribution jζslipj; symbols represent measurements
through streaming current simulations.
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general, when only a fraction of the counterions are trapped
[59,72], the zeta potential does not vanish, and it depends
on the fraction of bound ions, both directly through the
resulting effective surface charge and indirectly through the
impact of ion binding on slip.
Conclusion.—Using molecular dynamics simulations

and analytical developments, we investigated the impact
of surface charge distribution on liquid-solid slip. We
focused on model interfaces between aqueous NaCl and
graphene. We found a large contrast between surfaces with
a homogeneous charge, representative of polarized con-
ductive surfaces, and surfaces with a heterogeneous charge,
typically arising from the dissociation of surface groups.
On polarized graphene, the slip length is very large and
weakly affected by surface charge. Our model rationalizes
this exceptional performance and traces it back to the
unusually small interatomic distance of graphene. Note that
homogeneously charged graphene was modeled with local-
ized charges, while real polarized graphene features delo-
calized and mobile charges [73,74]. In future work,
ab initiomolecular dynamics [75–78] could help to explore
the role of electronic screening effects and image charges
on liquid-solid friction, for graphene and more generally for
metallic walls [79–81]. On heterogeneously charged gra-
phene with a negative surface charge, Naþ counterions bind
to the charged sites and induce a viscous drag, which
strongly decreases the slip length. In contrast, for a positive
charge, Cl− counterions do not bind and the slip length
decreases less with surface charge. Overall, for a hetero-
geneous surface charge, slip should be affected by the
specific details of the ion binding equilibrium, and not be
directly controlled by the surface charge, making the
development of a generic model for slip-charge coupling
particularly challenging.
We also predict a giant EK energy conversion on

polarized graphene, due to favorable slip-charge depend-
ency. On heterogeneous surfaces, we predict that the EK
response should be specific to the physical chemistry of the
interface, both directly through the effective surface charge
resulting from counterion binding, and indirectly through
the impact of bound ions on slip. We hope the simulation
results and the models developed to rationalize them will
help in the search for functional interfaces with optimal EK
response. In particular, our results provide a fundamental
framework for a future extensive investigation of the
complex coupling between ion binding, slip, and EK
response on a variety of realistic surfaces.
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Daffos, P.-L. Taberna, M. Salanne, P. Simon, and B.
Rotenberg, Effect of the carbon microporous structure on
the capacitance of aqueous supercapacitors, Energy Storage
Mater. 21, 190 (2019).

[47] T. Méndez-Morales, N. Ganfoud, Z. Li, M. Haefele, B.
Rotenberg, and M. Salanne, Performance of microporous
carbon electrodes for supercapacitors: Comparing graphene
with disordered materials, Energy Storage Mater. 17, 88
(2019).

[48] J. D. Cyran, M. A. Donovan, D. Vollmer, F. Siro Brigiano,
S. Pezzotti, D. R. Galimberti, M.-P. Gaigeot, M. Bonn, and
E. H. G. Backus, Molecular hydrophobicity at a macroscop-
ically hydrophilic surface, Proc. Natl. Acad. Sci. U.S.A.
116, 1520 (2019).

[49] F. Creazzo, D. R. Galimberti, S. Pezzotti, and M.-P. Gaigeot,
DFT-MD of the (110)-Co3O4 cobalt oxide semiconductor in
contact with liquid water, preliminary chemical and physical
insights into the electrochemical environment, J. Chem.
Phys. 150, 041721 (2019).

[50] S. Plimpton, Fast parallel algorithms for short-range
molecular dynamics, J. Comput. Phys. 117, 1 (1995).

[51] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.125.014501 for further
details, which includes Refs. [52–58].

[52] A. I. Jewett, Z. Zhuang, and J.-E. Shea, Moltemplate a
coarse-grained model assembly tool, Biophys. J. 104, 169a
(2013).

[53] W. Humphrey, A. Dalke, and K. Schulten, Vmd: Visual
molecular dynamics, J. Mol. Graphics 14, 33 (1996).

[54] A. Kohlmeyer, Topotools, https://zenodo.org/badge/
latestdoi/13922095 (2017).

PHYSICAL REVIEW LETTERS 125, 014501 (2020)

014501-6

https://doi.org/10.1080/00268970310001626432
https://doi.org/10.1103/PhysRevLett.93.257805
https://doi.org/10.1016/j.molliq.2004.07.076
https://doi.org/10.1103/PhysRevLett.96.186102
https://doi.org/10.1088/0957-4484/19/19/195707
https://doi.org/10.1088/0957-4484/19/19/195707
https://doi.org/10.1103/PhysRevLett.114.118301
https://doi.org/10.1103/PhysRevLett.119.214501
https://doi.org/10.1103/PhysRevLett.119.214501
https://doi.org/10.1039/C9CP04259H
https://doi.org/10.1039/C9CP04259H
https://doi.org/10.1039/C9SM02144B
https://doi.org/10.1103/PhysRevFluids.3.062001
https://doi.org/10.1146/annurev.fluid.36.050802.122124
https://doi.org/10.1063/1.2397677
https://doi.org/10.1021/la7021787
https://doi.org/10.1021/la7021787
https://doi.org/10.1021/jp3092336
https://doi.org/10.1016/j.jcis.2015.05.015
https://doi.org/10.1016/j.jcis.2015.05.015
https://doi.org/10.1002/elps.201400317
https://doi.org/10.1021/la401168w
https://doi.org/10.1021/la401168w
https://doi.org/10.1016/j.jcis.2012.10.043
https://doi.org/10.1016/j.jcis.2012.10.043
https://doi.org/10.1039/C5SM00763A
https://arXiv.org/abs/1603.09293
https://doi.org/10.1021/acs.jpcc.8b04259
https://doi.org/10.1021/acs.jpcc.8b04259
https://doi.org/10.1140/epje/i2018-11760-2
https://doi.org/10.1038/s41598-019-55491-2
https://doi.org/10.1149/2.0151505jes
https://doi.org/10.1149/2.0151505jes
https://doi.org/10.1021/acscentsci.9b00800
https://doi.org/10.1016/j.ensm.2019.05.047
https://doi.org/10.1016/j.ensm.2019.05.047
https://doi.org/10.1016/j.ensm.2018.11.022
https://doi.org/10.1016/j.ensm.2018.11.022
https://doi.org/10.1073/pnas.1819000116
https://doi.org/10.1073/pnas.1819000116
https://doi.org/10.1063/1.5053729
https://doi.org/10.1063/1.5053729
https://doi.org/10.1006/jcph.1995.1039
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
http://link.aps.org/supplemental/10.1103/PhysRevLett.125.014501
https://doi.org/10.1016/j.bpj.2012.11.953
https://doi.org/10.1016/j.bpj.2012.11.953
https://doi.org/10.1016/0263-7855(96)00018-5
https://zenodo.org/badge/latestdoi/13922095
https://zenodo.org/badge/latestdoi/13922095
https://zenodo.org/badge/latestdoi/13922095


[55] L. Bocquet and J. L. Barrat, Hydrodynamic boundary
conditions, correlation functions, and Kubo relations for
confined fluids, Phys. Rev. E 49, 3079 (1994).

[56] L. Bocquet and J.-L. Barrat, On the Green-Kubo relation-
ship for the liquid-solid friction coefficient, J. Chem. Phys.
139, 044704 (2013).

[57] T. A. Niehaus, S. T. Melissen, B. Aradi, and S. M. V. Allaei,
Towards a simplified description of thermoelectric materi-
als: accuracy of approximate density functional theory for
phonon dispersions, J. Phys. Condens. Matter 31, 395901
(2019).

[58] O. V. Yazyev and S. G. Louie, Electronic transport in
polycrystalline graphene, Nat. Mater. 9, 806 (2010).

[59] L. Joly, F. Detcheverry, and A.-L. Biance, Anomalous ζ
Potential in Foam Films, Phys. Rev. Lett. 113, 088301
(2014).

[60] M. Elstner, D. Porezag, G. Jungnickel, J. Elsner, M. Haugk,
T. Frauenheim, S. Suhai, and G. Seifert, Self-consistent-
charge density-functional tight-binding method for simu-
lations of complex materials properties, Phys. Rev. B 58,
7260 (1998).

[61] J. L. Abascal and C. Vega, A general purpose model for the
condensed phases of water: TIP4P=2005, J. Chem. Phys.
123, 234505 (2005).

[62] Z. R. Kann and J. L. Skinner, A scaled-ionic-charge simu-
lation model that reproduces enhanced and suppressed water
diffusion in aqueous salt solutions, J. Chem. Phys. 141,
104507 (2014).

[63] D. Biriukov, O. Kroutil, and M. Předota, Modeling of solid-
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