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With growing interest in quantum technologies, possibilities of synchronizing quantum systems have
garnered significant recent attention. In experiments with dilute ensemble of laser cooled spin-1 87Rb
atoms, we observe phase difference of spin coherences to synchronize with phases of external classical
fields. An initial limit-cycle state of a spin-1 atom localizes in phase space due to dark-state polaritons
generated by classical two-photon tone fields. In particular, when the two couplings fields are out of phase,
the limit-cycle state synchronizes only with two artificially engineered, anisotropic decay rates.
Furthermore, we observe a blockade of synchronization due to quantum interference and emergence
of Arnold-tongue-like features. Such anisotropic decay induced synchronization of spin-1 systems with no
classical analog can provide insights in open quantum systems and find applications in synchronized
quantum networks.
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Spontaneous synchronization is abundant in nature,
ranging from synchronized fireflies to neuronal activities
[1,2]. Such synchronous dynamics, being stable to
external perturbations, have also found a range of
applications including satellites [3], electrical grids [4],
clocks [5], and wind turbines [6]. Recently, synchroni-
zation in quantum domain has emerged as a field for
understanding correlations [7–19] and for applications in
quantum networks [7,20,21]. Early proposals focused on
open quantum systems whose mean-field theories exhib-
ited synchronization [10,21–23]. Such models were
extended deep in the quantum regime and compared to
finite dimensional systems that have no classical analogs
[12,16,24]. In these systems, suitably chosen angles in
phase space were found to be entrained to the phase of
an external signal. Despite such proposals, observation
of synchronization deep in the quantum regime has
remained elusive.
Recently, it was pointed out that spin-1 is the smallest

quantum system with a limit cycle in phase space that can
synchronize to external tone phases [16,18]. Furthermore,
Roulet et al. predicted that weak classical tones [repre-
sented as two coherent couplings η−1;0, η0;1, Fig. 1(a)] and
anisotropic internal decay rates γg and γd can localize and
synchronize the limit-cycle state, for all tone phases.
Here we report first observation of quantum synchroni-

zation with spin-1 systems, realized in a dilute ensemble of
approximately a million laser-cooled 87Rb atoms in jF ¼ 1i
hyperfine ground-state manifold. Atoms are initialized to a
limit-cycle in phase space, corresponding to the state
jF ¼ 1; mF ¼ 0i [Figs. 1(a) and 1(b)]. Synchronization
is initiated with two circularly polarized control fields

(Ω�
cðSÞ) along with a π-polarized probe Ωπ

p. These fields
induce coherent two-photon couplings between the spin
states jF ¼ 1; mF ¼ �1i and jF ¼ 1; mF ¼ 0i [Fig. 1(a),
inset(i)] [25], corresponding to the weak tones η−1;0, η0;1
[16,18]. When the control fields are adiabatically switched
off, the probe gets stored as two dark state polaritons
(DSPs) in atomic coherences ρ−1;0 and ρ0;1 [26–32]. In the
dark, the DSPs evolve in time, acquiring relative dynamic
phase. From the retrieved DSPs as optical fields, we
estimate the coherences and reconstruct a measure of
synchronization. In particular, we observe a nonzero
synchronization, for all tone phases, only when the two
decay rates γg and γd are anisotropic [Fig. 1(a), inset(ii)].
We further observe a synchronization blockade due to
destructive interference and emergence of Arnold-
tongue-like features with increasing drive: these have
been predicted as quintessential signatures of quantum
synchronization [16,18].
Figures 1(d) and 1(e) show typical experimental time

traces for probe pulses, with progressively increasing time of
storage, with and without applied magnetic field, respec-
tively. After cooling in a magneto-optic trap, the atoms are
optically pumped in the ground state jF ¼ 1; mF ¼ 0i. A
linearly polarized control, comprising two circularly polar-
ized fields, is adiabatically switched on [at time instance tI in
Fig. 1(c)] and off (time tII), after 1.6 μs, such that a probe
pulse gets partially stored [see Supplemental Material [33]:
S.V.(a)]. The corresponding coherences evolve and interfere
in the dark due to an applied magnetic field (interval tIII,
see the Supplemental Material [33]: S.III.). We observe
oscillations in the retrieved pulse as the storage time
(τ ¼ tIV − tII) is varied [Fig. 1(e)].
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Numerically simulated time traces, in close agreementwith
observations (see the Supplemental Material [33]: S.IV.), are
used to reconstruct the underlying spin-1 atomic state (cor-
responding to jF ¼ 1i manifold). In particular, a state ρ̂ is
visualized using Husimi-Q function, defined as [43–45]

Qðθ;ϕÞ ¼ 3

4π
hθ;ϕjρ̂jθ;ϕi:

Here jθ;ϕi ¼ cos2ðθ=2Þ½j − 1i þ ffiffiffi
2

p
eiϕ tan ðθ=2Þj0iþ

ei2ϕtan2ðθ=2Þj1i� is a spin coherent state [46], parametrized
by the angles θ and ϕ.

From Husimi-Q functions, plotted using Hammer pro-
jection [shown in red, Figs. 1(d) and 1(e)], we note that
the initial state jF ¼ 1; mF ¼ 0i corresponds to a limit-
cycle (see the Supplemental Material [33]: S.II.) [16,18].
Between time instances tII and tIV, the two in-phase
(ϕc ¼ 0) control and the probe fields result in a localized
state in phase space [Figs. 1(d) and 1(e) “Theory” plots in
right panels]. In particular, with a magnetic field (Bz) along
the quantization axis [Fig. 1(b)], the state gets entrained and
precesses in the equatorial plane, resulting in an accumu-
lated dynamic phase ϕd ¼ 2ΔBτ over a total storage time τ
[Fig. 1(e)]. Here ΔB ¼ μBBz=2ℏ is the ground state shifts
due to Bz [Fig. 1(a)] and μB is the Bohr magneton.

FIG. 1. (a) Energy level diagram of a spin-1 atom with coherent couplings η−1;0 and η0;1 along with incoherent decay rates γg and γd.
(a.i) Coherent couplings are engineered using control (Ω�

c ) and probe fields (Ωπ
p). Here ΔB is the ground state energy shift due to a

magnetic field along the quantization axis. (a.ii) Decay rates γg and γd are engineered with two fields coupling states j1;−1i and j1; 1i to
the excited state j0; 0i. (b) Experimental setup, showing propagation directions of storing [C(S), green] and retrieving [C(R), red] control
fields, probe field (P, blue), and decay beams (D1 and D2, in violet, at small angles to control fields). Here BS: beam splitter.
(c) Experimental timing sequence with intervals for state preparation (SP), decay beams (DB), and control-probe (DSP) fields. Here
MOT: magneto optical trap; OP: optical pumping; D: decay beams. (d) Typical probe field time traces with varying storage times and
with ϕc ¼ ϕd ¼ 0. Reconstructed Husimi-Q function from numerical simulations (corresponding to red time trace) are plotted at
different times (with the horizontal and vertical axes corresponding to ϕ and θ, respectively, and 0 ≤ θ ≤ π and −π ≤ ϕ ≤ π). (e) In
presence of magnetic field (with dynamic phase ϕd=π ¼ 3.22, and tone phase ϕc ¼ 0), the retrieved intensity oscillates with changing
storage time. Corresponding Husimi-Q function gets localized and entrained with the dynamic phase, precessing in equatorial plane.
Here Iin and It are input and transmitted probe intensities, respectively.
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Figure 2(a) [2(c)] shows typical experimental (simula-
tion) plots of the retrieved intensity, IRðτÞ at τ ¼ 600 ns,
with changing tone (ϕc) and the dynamic phase (ϕd) (see the
Supplemental Material [33]: S.III.). Tone phase is varied by
changing the phase difference between the stored and
retrieving control fields, and dynamic phase is scanned
with a magnetic field [Fig. 1(b)]. In particular, at regions A
(corresponding to ϕc ¼ 0) and B (ϕc ¼ π), the states in
phase space appear dramatically different [Fig. 2(c)]. While
the state gets localized at A, it remains a delocalized limit-
cycle atB [Fig. 2(e),A andB, respectively]. However, when
the artificially engineered decay rates [see the Supplemental
Material [33]: S.V.(d)] aremade anisotropic [γd=γg ¼ 11.00,
Figs. 2(b) and 2(d) for experiment and simulations, respec-
tively], the state localizes for all tone phases including
ϕc ¼ 0 and ϕc ¼ π [Fig. 2(e), C and D, respectively].
These localized states can be quantified with a synchro-

nization function, defined as [16,18] (see the Supplemental
Material [33]: S.II.):

SðϕÞ¼
Z

π

0

Qðθ;ϕÞsinθdθ− 1

2π
;

≃
3

8
ffiffiffi
2

p ½jρ−1;0jcosðΔBτþϕÞþjρ0;1jcosðΔBτþϕþϕcÞ�

(with squeezing tone, ρ−1;1 ≃ 0). For a limit cycle state,
SðϕÞ remains identically zero. Any nonzero SðϕÞ indicate
localized, synchronized states in phase space. From the
visibility of the interference fringes with ϕc [Figs. 2(a)–
2(d)], we estimate the coherences jρ0;1j, jρ−1;0j and their
relative phases, thereby reconstructing the measure from
experimental data [Figs. 2(f) and 2(g)] data and compare it
with simulations [Figs. 2(h) and 2(i); see the Supplemental
Material [33]: S.II.). Our estimated synchronization func-
tion S̃ðϕÞ, is related to the measure as SðϕÞ ¼ κS̃ðϕÞ, where
κ depends on normalization, retrieved field strength and
optical depth.
We observe maximum of S̃ðϕÞ, i.e., S̃maxðϕÞ to remain

nonzero when the two tones are in phase [ϕc ¼ 0, Figs. 2(f)
and 2(h)]. On the contrary, when the two tones are out
of phase (ϕc ¼ π), S̃maxðϕÞ sharply falls to zero. However,
for anisotropic decay rates [Figs. 2(g) and 2(i)], S̃maxðϕÞ is
nonzero for all ϕc.
For out-of-phase tones, there is a rich interplay between

incoherent and coherent dynamics [25,47]. When both
decay rates are smaller than ΔB, the coherences destruc-
tively interfere and the state remains a limit cycle. However,
as the decay rates become comparable to ΔB, the coher-
ences interfere only partially, resulting in a localized state.

FIG. 2. (a), (b) Plots of retrieved intensity with dynamic (ϕd) and tone (ϕc) phases and with decay rate ratios: γd=γg ¼ 1.00 (a) and
11.90 (b). ϕd is varied with magnetic field while keeping the storage time (τ ¼ 600 ns) fixed. (c), (d) Numerically simulated retrieved
intensity for decay rate ratios: γd=γg ¼ 1.00 (c) and 11.00 (d). (e) Husimi-Q plots for the regions A, B, C, and D of (c) and (d).
(f)–(i) Maximum of synchronization function [S̃maxðϕÞ] calculated from experimental and simulated plots corresponding to (a),(b),(c),
and (d). Here experimental parameters Ωπ

p, Ωlin
cðSÞ, Ω

lin
cðRÞ, and γg are set to 0.64γ, 1.02γ, 1.44γ, and 107 kHz, respectively, and the

simulation parameters are as tabulated in the Supplemental Material [33]. Color bars for experimental plots are in units of μW=cm2 and
for theory plots, in units of 2jΩRj2=γ2, where jΩRj and γ correspond to retrieved field and excited state decay, respectively.

PHYSICAL REVIEW LETTERS 125, 013601 (2020)

013601-3



In Fig. 3, over an extended region (γg < ΔB), destructive
interference (with ϕc ¼ 140°) causes a blockade of syn-
chronization. Moreover, as the decay rates are made
anisotropic (γd > γg), the estimated S̃maxðϕÞ at a fixed

ϕc becomes nonzero along with a finite retrieval. When
both decay rates are large (γd, γg > ΔB), there is overall
decrease in retrieval due to decoherence. Such blockade
of synchronization due to quantum interference and
re-emergence of entrained states are typical quantum
signatures [14,18].
The state synchronizes over a range of dynamic phase

(ϕd) and field strengths. Such dependence, leading to
Arnold-tongue-like features, have been studied as typical
signatures in classical and quantum synchronization [1].
Here, for out-of-phase tone and with increasing probe field
(Ωπ

p) we observe fringes with varying magnetic field
[Figs. 4(a) and 4(c)]. For equal decays, the states remain
delocalized [typical regions A, B, and C, Figs. 4(c) and
4(e)] with S̃maxðϕÞ ∼ 0 for all dynamic phases [estimated
from simulations, Figs. 4(c), inset]. Furthermore, for
anisotropic rates [γd=γg ¼ 11.00, Figs. 4(b) and 4(d)],
the fringes merge to a single maxima, broadening into a
Arnold-tongue-like shape with increasing Ωπ

p. Since ϕc is
kept constant, S̃maxðϕÞ could not be evaluated from fringe
visibility with tone phase. Nevertheless, when evaluated
numerically, Arnold-tongue for S̃maxðϕÞ emerges from a
null background [Fig. 4(d), inset] along with localized
states, entrained with ϕd [D, E, and F, Figs. 4(d) and 4(e)].

FIG. 4. (a),(b) Retrieved intensity, plotted with increasing probe field strength (Ωπ
p) and dynamic phase (ϕd) (storage time τ ¼ 600 ns),

with γd=γg ¼ 1.00 and 11.90 for (a) and (b), respectively. (c),(d) Simulated plots for γd=γg ¼ 1.00 (c), and 11.00 (d). Insets of (c) and (d)
are the corresponding S̃maxðϕÞ. (e) Husimi-Q plots for regions A, B, C and D, E, F of (c) and (d), respectively. Here experimental
parameters Ωlin

cðSÞ, Ω
lin
cðRÞ, and γg are set as in Fig. 2 and ϕc is set to 140°. Simulation parameters are as tabulated in the Supplemental

Material [33]. Color bars for all the plots are as in Fig. 2.
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FIG. 3. Retrieved intensity at a region of destructive interfer-
ence is plotted as a function of increasing γg, for a fixed ΔB. Blue
and yellow are for γd=γg ¼ 1.00 and 11.90, respectively. Inset
shows S̃maxðϕÞ, as extracted from experimental data. Blue and red
correspond to Figs. 2(a) and 2(b), respectively. Here the exper-
imental parameters Ωπ

p, Ωlin
cðSÞ, and Ωlin

cðRÞ are set as in Fig. 2 with

ϕc ¼ 140° and ΔB ¼ 67 kHz.
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To conclude, here we report first observation of
synchronization in the smallest quantum system.
Synchronization is achieved using two primary resources:
quantum coherence and engineered decay rates. In par-
ticular, for anisotropic decay rates, limit-cycle states syn-
chronize for all tone phases. Furthermore, we observe two
typical quantum signatures: a synchronization blockade
due to quantum interference and emergence of Arnold
tongue in S̃maxðϕÞ. The experimentally observed Arnold
tongue is narrower, which can bear signatures of super-
radiance [48]. A search for synchronization in multiple
such spin systems, towards synchronized quantum memo-
ries can lead to applications in quantum networks.
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