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Topology Restricts Quasidegeneracy in Sheared Square Colloidal Ice
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Recovery of ground-state degeneracy in two-dimensional square ice is a significant challenge in the field

of geometric frustration with far-reaching fundamental implications, such as realization of vertex models

and understanding the effect of dimensionality reduction. We combine experiments, theory, and numerical
simulations to demonstrate that sheared square colloidal ice partially recovers the ground-state degeneracy
for a wide range of field strengths and lattice shear angles. Our method could inspire engineering a novel
class of frustrated microstructures and nanostructures based on sheared magnetic lattices in a wide range of

soft- and condensed-matter systems.
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The extensive entropy of ice at zero temperature has been
elegantly explained as the result of the degeneracy of its
energy-minimizing local atomic configurations [1]. In
hexagonal ice (/,), the oxygen ions form a tetrahedral
network of hydrogen bonds, and there are six possible 2-in-
2-out configurations, obeying the so-called ice rule, where
two protons are near an oxygen and two away from it; see
Fig. 1(a). Since the distances between the protons are the
same at each vertex in this three-dimensional (3D) struc-
ture, these configurations have the same energy, making the
ground state degenerate.

Recently, artificial mesoscopic systems, composed of
arrays of building blocks that are macroscopic enough to
be directly visualized, such as artificial spin ice [2-4],
buckled colloidal monolayers [5,6], and mechanical meta-
materials [7-10], have been valuable in gaining insight on
geometric frustration, and on the resulting topological
features in icelike systems. However, most of these systems
are based on two-dimensional (2D) or quasi-2D lattices and,
while enabling direct visualization of the relevant degrees of
freedom, they introduce geometric constraints which pro-
foundly influence the system’s frustration. This particularly
affects the 2D square geometry, which relates to a projection
of the 3D ice on a plane, see Fig. 1(a), and where the
distances between the elements at each vertex are not the
same. Thus, the corresponding ground state becomes non-
degenerate. As a consequence, these 2D structures cannot
be used as a physical realization of vertex-type models,
the latter being characterized by extensive ground-state
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FIG. 1. (a) Schematic of one of the lowest-energy configura-

tions of water ice ;, (top) and the corresponding projection on a
2D plane to give the square lattice (bottom). (b) In 2D square
colloidal ice (top), vertex type 3 has lower energy than type 4, in
which the two in-particles are closer to each other. Upon shearing
the lattice (bottom), type 4 splits so that the energy of type 4a
approaches that of type 3, as the shear angle € increases.
(c) Experimental realization of a sheared square colloidal ice
with lattice constant a, trap length #, and shear angle 6 = 25°
under a magnetic field B = 7.9 mT which is applied perpendicular
to the plane. Scale bar is 30 ym.
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degeneracy [11] and by local zero-energy modes [12,13].
Such models are cornerstone in statistical mechanics, and
predict exotic behavior with algebraic correlations, extensive
degeneracy, and direct connection to gauge theories [14] and
quantum systems [15].

Recent attempts aimed at restoring the degeneracy of 3D
water ice in 2D artificial-spin-ice systems using out-of-
plane offset [16—18], by manipulating the magnetic inter-
actions between elements in the array [19-21], and by
using other symmetries in the 2D plane [22-27]. An
alternative class of artificially frustrated systems which
can resemble water ice is the colloidal ice, where interact-
ing microscale particles are confined in a lattice of double-
well traps [28,29]. Similar to artificial spin ice, in a square
colloidal ice the repulsion between the particles gives rise
to a 2-in-2-out ice rule for the four traps meeting at every
vertex of the lattice [28,30]; see the top row in Fig. 1(b).
And just as in the artificial spin ice, the degeneracy in the
colloidal system is lifted due to the 2D square geometry,
where all vertices are of type 3.

In this Letter, we demonstrate an alternative approach
to partially restore the ground-state degeneracy in square
colloidal ice, by shearing the entire lattice by an angle 0, as
shown in our experimental demonstration in Fig. 1(c). This
strategy does not require to lift some of the double wells as
suggested [16] and recently realized in artificial spin ice
systems [17]; thus it preserves the symmetry of magnetic
dipolar interactions between the particles on a plane. As
shown in Fig. 1(b), the shearing leads to the splitting of the
2-in-2-out vertex type 4 into type 4a and type 4b, with type
4a having a lower energy than type 4b; see Fig. 2. With
increasing shear angle, the energy of type 4a becomes
arbitrarily close to that of type 3, as shown in Fig. 2(a). If
the energy gap G between the type 3 and type 4a vertices is
much smaller than the gap G, between type 4a and the next
excited state of a vertex, then there exists an intermediate
temperature range G; < kzT < G,, at which the occu-
pancies of type 3 and type 4a vertices could be expected to
be roughly equal and to dominate the system; thus, an
effective ground state could be obtained consisting of these
two vertex types [20]. We show that shearing the lattice can
indeed lead to such extreme energy spectra with G| < G,.
However, the absence of type 4b vertices at low temper-
atures gives rise to topological differences between the low-
energy configurations in this sheared square lattice and in
the idealized square ice model [11], in which type 3 and all
type 4 vertices have the same energy. Specifically, we show
that even when type 4a vertices are energetically allowed,
their occurrence requires higher-energy topological exci-
tations involving type 2 and type 5 vertices.

We experimentally realize the colloidal ice by placing a
suspension of paramagnetic colloidal particles of diameter
d =10 ym over a lithographically patterned substrate of
topographic double-well traps [30,31] arranged on the
edges of a sheared square lattice. The trap length, defined
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FIG. 2. (a) Evolution of the energy spectrum of the different

types of a single vertex with increasing shear angle, ranging from
the unsheared square lattice (& = 0) on the left, to the maximally
sheared lattice that we studied experimentally (6 = 45°) on the
right. Vertex types 2 and 5 and types 1 and 6 are clumped to
particle-balanced effective vertices (2,5) and (1,6) with the
average energies of these unbalanced types (see text). (b) Ratio
G = G, /G, between the second and the first gaps in the energy
spectrum depends weakly on the ratio R = ¢/a of trap length to
lattice constant, and reaches considerable values of 30-60 already
at moderate shear of = 45°.

as the distance between the two possible positions of the
particle center in each double-well trap, is given by
¢ = 10 ym, whereas the lattice constant is a = 36 ym
for shear angle § = 25°, and a = 46 um for 6 = 45°; see
Fig. 1(c). A perpendicular external magnetic field B
induces in each particle of volume V = 7zd>/6 a magnetic
moment m = VyB/u,, with gy = 4710~"H/m the vacuum
permeability. We estimate the magnetic volume suscep-
tibility of the particles as y = 0.017. As a result, pairs of
particles at a distance r experience an isotropic repulsive
interaction with energy E = uom?/(4xr®). All experiments
are at room temperature, but we gradually increase the
external field B from O to 8 mT over a duration of 10 min,
thus enabling us to control the strength of the interaction
energy E and by that to effectively change the thermal
properties of the system without changing the temperature.
Our data analysis includes particle tracking with labeling
the vertex types in a lattice composed of 136 particles for
6 = 25° and 115 for 45° and performing an ensemble
average over 10 separate realizations for each shear angle.

We now outline our theoretical approach to describe the
sheared system. Since between two vertices there is one
particle in each double-well trap, and four traps meet at
each vertex, the latter has on average two in-particles and
two out-particles. Most generally, this is obtained by
requiring that the fractions { p;} of vertices of the different
unbalanced types (i.e., vertex types with a number of in-
particles different from 2) satisfy p; x 0+ py X 1 4 p5 x
3 4 pe x4 = 2. Based on our experimental and numerical
observations (see below), we assume that this global
balancing of the number of in-particles per vertex is
achieved by having p; = pg and p, = ps. Namely, type
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1 and type 6, and type 2 and type 5, vertices appear in
(delocalized) pairs. Thus, in order to calculate the occur-
rence of each vertex type, we will consider each (1,6) pair
to be constructed of two vertices, each with an effective
energy E; ¢ = (E| + E)/2, and similarly each (2,5) pair
will be considered as two vertices, each with energy
Eys = (Ey + Es)/2.

Further, we assume negligible interactions for distances
larger than the four particles meeting at each vertex. From
the distances between these four particles, we directly
calculate the contribution of each vertex to the total energy
of the system. Since the interaction energy decays alge-
braically with distance, the ratios of the gaps between
vertex energies depend only on the shear angle € and on the
dimensionless ratio R = £/ a of the trap length to the lattice
constant. As shown in Fig. 2(b), the resulting ratio G =
G,/G, between the second and the first energy gaps
increases dramatically with shear angle, and depends only
weakly on the geometric parameter R.

Assuming that each vertex in the lattice is statistically
independent from the others, we may use the single-vertex
effective energies {E,¢, Ess.E3, E4y Eqp. Ey5,E 6} and
the combinatorial degeneracies {g;} = {1,4,2,2,2,4,1}
of the different vertex types i={1,2,3,4a,4b,5,6}
to write a single-vertex mean-field prediction p; =
giexp (—E;/kgT)/Z for the fractions of the different vertex
types. Here Z =", g;exp(—E;/kgT) is the canonical
partition function. We ran Monte Carlo simulations with
discrete positions of particles at the two ends of each trap and
including interactions only with particles in traps meeting in
each vertex. The simulations included 5000 particles with
periodic boundary conditions and was run at each field value
until equilibration, typically with up to 4 x 107 time steps.
As shown in Fig. 3, the mean-field approach fails at large
applied field. In this situation it predicts a quasidegenerate
ground state of type 3 and type 4a at intermediate fields
(solid lines), in contrast to the simulation results (symbols),
which shows a ground state filled by type 3. Note, however,
that the occupancies of the other vertex types are captured
very well by this mean-field theory.

Type 4a and type 3 vertices cannot coexist without the
presence of vertices of other types; starting from the type 3
ground state, the lowest-energy excitation entails flipping
the position of one particle in its trap. This generates a pair
of type 2 and type 5 vertices; see Fig 3(c). Only once such a
(2,5) pair is formed, vertices of type 4a may appear due to
the flipping of additional particles. As shown in Fig. 3(d),
for strong magnetic fields, type 4a vertices appear in
domains composed of two rows of vertices and surrounded
by a (2,5) pair [30,34].

We theoretically describe the abundance of such line
defects by mapping them to a 1D Ising model; for every
pair of adjacent diagonal rows in the sheared lattice, each
position along this double row could be either two type 3
vertices with energy 2FE3, a state we will denote as 6; = —1

FIG. 3. Simulation results (symbols) versus single-vertex
mean-field theory (solid lines) and combined with 1D Ising
theory for line defects (black dashed lines) for = 25° (a) and
45° (b). (c),(d) Snapshots from simulation at € = 45°, showing
how flipping the positions of a sequence of particles in the type 3
ground state generates a double row of type 4a vertices with type
2 and type 5 vertices surrounding this line defect. The Voronoi
parallelogram around every vertex is colored according to the
vertex type, following the color scheme in (a) and (b).

or two type 4a vertices with energy 2FE,, a state we
will denote as 6; = +1. Each interface between type 3
and type 4 domains along this double row involves a type 2
or type 5 vertex and thus costs an energy E, 5. Hence, the
energy of any sequence {o,} of type 3 and type 4 vertices
along this double row is given by the Ising Hamiltonian
H:—szo'jo'j+1—hzj0'j, where h:E3—E4a:
—G, represents the difference in energy between type 3
and type 4a vertex pairs, and J = (E,5 — E3)/2 = (G| +
G,)/2 represents the energetic cost of having a type 2 and
type 5 pair at each interface between type 3 and type 4a.
Using the exact solution of this 1D Ising model [35,36], we
get its magnetization (o) = py, — p3, from which we
deduce the difference between the occupancies of type
4a and type 3 vertices. Further, we take the sum p3 + py4,
from the mean-field theory, since it well describes the
occupancies of all other vertex types, and use the 1D Ising
model for line defects only in order to get the difference
P3 — Paa- As shown by the black dashed lines in Figs. 3(a)
and 3(b), this combined analytical theory agrees excep-
tionally well with the simulations (symbols). Specifically,
we see that type 2 and type 5 vertices are required in order
to obtain substantial fractions of type 4a vertices; hence, the
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topological need for type 2 and type 5 vertices prohibits the
existence of a degenerate effective ground state composed
only of type 3 and type 4a vertices. In principle, a line of
type 4a vertices can span the entire system without having
any interfaces, which require type 2 and type 5 defects.
However, such excitations will have lower energy than the
line defects with finite length discussed above only in very
small systems.

Figures 4(a) and 4(b) show that our experiments and
theory agree only for weak applied fields, where the
interactions lead to small deviations from random occupa-
tions of the different vertex types. For field stronger
than ~3 mT, the system evolves much more slowly with
increasing field than theoretically predicted. We suggest
that at strong fields the system falls into metastable states,
where it requires much longer waiting times in order to
equilibrate. The particles used are relatively large and their
motion is damped by viscous dissipation. Therefore, they
are rather slow in exploring the system’s phase space.
Together with the presence of disorder in the topographic
traps, this allows some particles to relax before others and
adds to the nonergodicity of the system. Similarly to other
works on effective thermal descriptions for athermal
systems [37-40], we find that for any given field, the
occupancies of the different vertex types may be described
by an equilibriumlike Boltzmann distribution and using an
effective magnetic field B.; which is almost half the
magnitude of the applied field. We invert our theoretical
prediction for the dependence of p; on B in order to extract
B from the experimental measurement of p; at any
measured field, and in Figs. 4(c) and 4(d) we plot the
experimental data versus By rather than versus B. This
leads to an impressive agreement between experiment
(symbols) and theory, including the deviation from mean
field (solid lines) as explained by our Ising model to
describe line defects (dashed black lines). Because of
experimental limitation, we cannot increase the applied
field above 8 mT (B4 ~ 3 mT), while substantially higher
fields are required in order to observe the peak in the
occupation of type 4a vertices. An interesting direction
could be testing the effect of the quench rate on this
mapping to an effective field, particularly, in order to find,
whether a slower quench can assist the system in equili-
brating and may allow it to reach higher effective fields.
From the computational side, molecular dynamics simu-
lations could be employed to study the nonequilibrium
behavior seen experimentally. Note that at 6 = 25°
although we prepare disordered samples at B = 0, the
occupancies of the different vertex types there do not
precisely match their combinatorial weights, and we do not
observe distributions representative of effective fields lower
than 1.3 mT. This could be caused by additional inter-
actions between particles in the absence of an external
magnetic field, but we must also point out that for 8 = 45°
the effective field starts almost at zero.
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FIG. 4. Fractions of different types of vertices versus magnetic
field in experiment (symbols) and single-vertex mean-field theory
(lines) for shear angles of 25° (left) and 45° (right). Results are
plotted versus the measured field (a),(b) and versus the effective
field deduced from the occupancy of type 3 vertices (c),(d). Black
dashed lines show the exact solution of the 1D Ising model for
our line defect theory. At high fields, we predict that all vertices
are of type 3, namely, p; = 1, and all other p; = 0.

To conclude, we showed that shearing a square colloidal
ice by a defined angle allows to partially recover the
ground-state degeneracy of 3D water ice using a confined
2D structure. Our experimental findings are complemented
with theory and numerical simulations, and by considering
an effective field we obtain excellent agreement over all the
range of parameters explored. Future directions of our work
include the use of slower field ramps or other annealing
protocols to better equilibrate different regions of the
system, or the use of additional in-plane field components
to select different types of vertices [34]. Moreover, since
the current system is essentially athermal due to the large
particle size, it will be interesting to miniaturize the particle
size and investigate their dynamics driven by thermal
fluctuations. While the miniaturization process will require
a different trapping mechanism, it will allow us to inves-
tigate how defects evolve and destroy the partially degen-
erate ground state of the sheared system. On the application
side, the shearing technique introduced in this work could
be easily extended to other artificially frustrated systems
such as to artificial spin ice, ferromagnetic structures, or
other soft condensed-matter systems where it is possible to
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deform an underlying lattice structure. The prospect of
engineering magnetic structures with multiple ground
states could allow to easily select one type of the patterns
in order to write and store logical information. This feature
could be used to design a novel class of memories and
devices based on the motion of topological charges and
defects [41-45]. One could apply the same technique to
other geometries, beyond the square case, e.g., to the
kagome lattice [46—48], which will allow the exploration
of many other physical situations with the associated
complex and richer dynamics.
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