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The effect of a magnetic field on the optical absorption in semiconductors has been measured
experimentally and modeled theoretically for various systems in previous decades. We present a new first-
principles approach to systematically determine the response of excitons to magnetic fields, i.e., exciton g
factors. By utilizing the GW-Bethe-Salpeter equation methodology we show that g factors extracted from
the Zeeman shift of electronic bands are strongly renormalized by many-body effects which we trace back
to the extent of the excitons in reciprocal space. We apply our approach to monolayers of transition metal
dichalcogenides (MoS2, MoSe2, MoTe2, WS2, and WSe2) with strongly bound excitons for which g factors
are weakened by about 30%.
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Introduction.—The response of a semiconductor to mag-
netic fields is intimately linked to its quantum mechanical
properties. The two main effects, the Zeeman and the
diamagnetic shift, have been employed by many research-
ers to study the electronic and optical properties of, e.g.,
bulk semiconductors [1,2], quantum dots [3,4], or recently
atomically thin materials, e.g., two-dimensional transition
metal dichalcogenides (TMDCs) [5–8]. The nature of the
quantum mechanical states involved in optical processes
(excitons, i.e., electron-hole pairs) determines its shift in the
magnetic field, the so-called exciton g factor. Due to the
unique character of each excitation, g factors allow for their
identification and the analysis of their properties. E.g.,
interlayer excitons in bulk MoTe2 have been discovered by
the different sign of its g factor [9]. In TMDCs often a
variety of exciton lines with different shifts are found with
measured values of about−4, −8, or even stronger [10]. For
higher excited Rydberg excitons 2s, 3s, etc. stronger g fac-
tors than for its 1s counterpart have been reported [11–13].
Changing values have also been observed in temperature
and doping dependent measurements [14,15]. At present,
however, a conclusive understanding and ab initio pre-
diction of exciton g factors is still missing.
On a single particle level, the fundamental theory of

semiconductors in magnetic fields has been formulated
by Kohn [16] and Roth [17] around the 1960s. For the
calculation of the magnetization, i.e., the k-integrated
magnetic moment, it has later been reformulated on the
basis of the Berry phase, e.g., for ferromagnets [18–22].
Most theoretical descriptions to evaluate exciton g factors
are based on models applying k · p theory [10,23–30].
Within these approaches, however, only the individual
magnetic moments of single electrons and holes are
considered while the excitonic many-body nature of the
correlated electron-hole pair is typically ignored.

In this Letter, we present a new first-principles approach
merging the evaluation of the k-resolved orbital magnetic
moments and the properties of the excitons to calculate its g
factors. These calculations employ ab initio density func-
tional theory (DFT) and the GW-Bethe-Salpeter equation
(BSE) [31,32]. While the explicit use of magnetic fields is
challenging in a self-consistent approach, it is certainly
possible to utilize the wave functions to calculate band- and
k-dependent magnetic moments from perturbation theory.
To this end, we rewrite the original approach [16,17] into
the form of Chang et al. [18]. The resulting magnetic
moments take into account the full Bloch states, i.e., the
calculations are beyond a local approximation which treats
only contributions from small spheres around the atoms. To
evaluate exciton g factors we consider the spatial structure
of the excitation gained from the BSE. After introducing
our approach for MoSe2, we discuss the results for the five
well-known TMDC monolayers MoS2, MoSe2, MoTe2,
WS2, andWSe2 and compare them to experiment. We show
that exciton g factors based on full Bloch states are
enhanced with respect to those from the local approxima-
tion while they are weakened by their many-body character.
A quantum mechanical system in a homogeneous mag-

netic field [we useB ¼ ð0; 0; BzÞ as in most experiments] is
described by the effective one-particle Hamiltonian

Ĥeff ¼ Ĥeff
0 þ e

2me
ðL̂z þ geŜzÞBz þ

e2

2me
ðx2 þ y2ÞB2

z

≕ Ĥeff
0 − m̂zBz þOðB2

zÞ; ð1Þ

where Ĥeff
0 jΨ0

nki ¼ EnkjΨ0
nki is the nonperturbed DFT or

GW Hamiltonian, respectively, including spin-orbit cou-
pling. L̂z and Ŝz are angular momentum and spin operator
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and ge is the free electron g factor. In this Letter, we
will focus on the linear Zeeman term mBz (we omit the
index z for brevity) and neglect the diamagnetic term that is
quadratic in Bz. The magnetic moment can be further
divided into

m̂≕ m̂orb þ m̂spin ¼ −
e

2me
L̂ −

ege
2me

Ŝ: ð2Þ

In the case of an isolated hydrogen atom these numbers
correspond to the magnetic quantum number ml and the
spin quantum number ms. In a periodic semiconductor its
expectation value for band n at k can be calculated
by mnk ¼ hΨ0

nkjm̂orbjΨ0
nki þ hΨ0

nkjm̂spinjΨ0
nki.

Magnetic moments of Bloch states.—While the calcu-
lation of the spin part in Eq. (2) is easy once the spinors are
known, the evaluation of the orbital part is more delicate.
The spatial dependency of the operator L̂z ¼ xp̂y − yp̂x
prevents a straightforward calculation and we will discuss
two different approaches: (i) the most simple way to tackle
the problem is a local approximation as it has been carried
out earlier for the magnetization [22,33]. Within this
approximation, we can easily evaluate

morb;loc
nk ¼ hΨnkjxp̂y − yp̂xjΨnkiloc ð3Þ

in a basis of Gaussian orbitals [34] in a local sphere around
each atom in the unit cell, yielding the data of Fig. 1(a).
However, in regions of the Brillouin zone where the Berry
curvature is large (see the Supplemental Material [35]) this
approximation for the magnetic moments clearly fails [see
Figs. 1(a) and 1(b)]. (ii) To account for the full Bloch states,
i.e., considering the different contributions of L̂z with the
lattice-periodic wave function in different unit cells, we
follow the approach proposed by Kohn [16] and Roth [17]

m̄orb
nk ¼ −

iμB
me

X

n0≠n

� hunkjp̂xjun0kihun0kjp̂yjunki
En0k − Enk

−
hunkjp̂yjun0kihun0kjp̂xjunki

En0k − Enk

�
: ð4Þ

By using the commutator relation i½Ĥ; xj� ¼ ðℏ=meÞp̂xj

one can transform Eq. (4) to Eq. (5), which has been
derived by Chang et al. [18] for the magnetic moment of a
wave packet

morb
nk ¼ μBIm

�∂unk
∂kx

����ĤðkÞ − Enk

����
∂unk
∂ky

�
: ð5Þ

Taking special care on the nonlocal pseudopotential
[45,46], we find that both Eqs. (4) and (5) lead to equivalent
magnetic moments at the �K point if we consistently use
DFT or GW energies, respectively, and the corresponding
wave functions [47]. We note that the increased gap in GW
[48,49] generally leads to larger magnetic moments. Due to
the numerical stability [Eq. (4) diverges for degenerated
states] we employ Eq. (5) in the following yielding the data
of Fig. 1(b).
Magnetic moments of the bands inMoSe2.—In a TMDC

monolayer like, e.g., MoSe2 each band consists of a super-
position of different orbitals of different atoms. Close to the
K point the character of the topmost valence bands is
dominated by the Mo atoms with a contribution of more
then 80% which stems from the d orbitals, whose major
part of about 90% is related to the spherical harmonics
Y2;�2 (dx2−y2 and dxy orbitals). The remaining 18% are
shared by px and py orbitals of Se atoms. In contrast to this,
the lowest conduction band is dominated by Mo Y2;0 (dz2
orbital) with a share of about 55%. In Fig. 1(a) the resulting

(a) (b) (c)

FIG. 1. DFT band structure of MoSe2. In (a) the bands are colored according to the expectation values of the local orbital magnetic
momentsmorb;loc

nk [Eq. (3)]. In contrast to this, in (b) the orbital magnetic momentmorb
nk including the contribution from the Bloch states is

shown [Eq. (5)]. The corresponding color scale is shown in units of μB. In (c) an enlargement along KΓ − K is shown in which the spin
contributions have been added. The colors refer to the total magnetic moments mnk ¼ morb

nk þmspin
nk . On the left side we break down the

different contributions of m at the K point (see main text).
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local magnetic moment [Eq. (3)] is shown. Indeed, as the
discussion of the special harmonics suggests, we find a
value of morb;loc

VB;K ¼ 1.93μB for both spin-orbit split valence

bands and of morb;loc
CB;K ¼ −0.09μB for the conduction bands.

Further away from the K point the moments almost vanish.
At −K the sign of the orbital moment is exactly reversed. In
general we find the orbital magnetic moments of MoSe2 to
be −2 ≤ morb

loc ≤ 2 for bands close to the Fermi level, which
corresponds well to the s, p, and d wave function character.
Note that, e.g., in the ΓM direction, the magnetic moments
are zero even though strong p and d characters are
observed, which underlines the importance of the relative
phase of the contributing orbitals in the superposition.
However, this local approximation is oversimplified. In a

periodic semiconductor the correct physical states are
Bloch waves. Taking this into account [16,17] reveals
several important quantitative differences [Fig. 1(b)]. While
the orbital momentum at Γ remains zero, the situation at
�K is distinctly changed. For the valence bands we find
slightly different values close to 4 while morb of the
conduction bands is slightly smaller then 2μB based on
DFT. The difference to the local picture is given as the so-
called valley contribution [10] mval ¼ morb −morb

loc ¼ 2.1
and 1.8μB, respectively. When employing GW the devia-
tions from the local approximation are even larger and we
calculate morb ¼ 5.6 and 3.2μB (mval ¼ 3.7 and 3.3μB),
respectively. If not noted explicitly, we will stick to the DFT
results and refer to the Supplemental Material [35] for
further discussion.
For calculating the entire magnetic moment the spin part

is still missing. In Fig. 1(c) we show an enlargement with
the bands colored according to mnk ¼ morb

nk þmspin
nk . At the

�K points the valence and conduction bands have opposite
spin direction due to the spin-orbit interaction. Hence, at K
the two topmost valence bands have a magnetic moment
of about mVB;K ¼ 2.8 and 5.0μB, respectively. The same
happens for the two lowest conduction bands which are
close in energy (mCB;K ¼ 2.7 and 0.5μB). Also the spin part

acts with a reversed sign at −K so that mn;K ¼ −mn;−K
holds [50]. We observe similar but quantitatively different
results for all TMDC monolayers. We will subsequently
discuss and compare the numbers (see Table I).
Evaluation and interpretation of exciton g factors.—We

now deduce the effects of a small magnetic field on
excitons. In an oversimplified picture an exciton would
be a transition from one point k in a valence band to
another point kþQ in a conduction band, and its change
with the magnetic field would be given by the difference
mckþQ −mvk. However, this approximation (which means
neglecting the electron-hole interaction) is known to be
unsatisfactory for most systems and, in particular, for 2D
systems with large exciton binding energies [59]. The state-
of-the-art approach to account for two-particle excitations
is the BSE [31,32,60] which is given in the Tamm-Dancoff
approximation by

ðϵckþQ − ϵvkÞAðN;QÞ
vck þ

X

v0c0k0
Kvck;v0c0k0 ðQÞAðN;QÞ

v0c0k0

¼ ΩðN;QÞAðN;QÞ
vck : ð6Þ

Here, ΩðN;QÞ is the energy of exciton N and AðN;QÞ
vck its

amplitudes, which contain the complete spatial structure.
Again we assume moderate magnetic fields, i.e., that the
change of electron-hole interaction Kvck;v0c0k0 ðQÞ due to
the field can be neglected. Consequently, the influence
of a magnetic field on the energy of an exciton is given by
the field induced change of the band structure energy
differences ϵckþQ − ϵvk of all contributing transitions. We
can eventually evaluate the effective exciton g factor of the
exciton N with momentum Q by

gðN;QÞ ¼ 2
X

vck

jAðN;QÞ
vck j2ðmckþQ −mvkÞ=μB: ð7Þ

In experiment (effective) g factors are typically defined on
the basis of the energy difference between measurements

TABLE I. Magnetic moments from Eq. (5) (in μB) at the K point, their differences g“A=B”band which resemble the main contribution of the
bright A and B transitions [e.g., for MoS2 g“A”band ¼ 2ðmCB;K −mVB;KÞ and g“B”band ¼ 2ðmCBþ1;K −mVB−1;KÞ], and resulting g factors from
Eq. (7). In comparison several experimental measurements of the g factor of the A and B exciton are listed. Note that for our magnetic
moments m we expect an error of about �0.05μB, as well as about �0.1 for the g factors.

Material mVB−1=VB;K mCB=CBþ1;K g“A=B”band
gA=B gA (experiment) gB (experiment)

MoS2 2.94=5.10 2.98=0.76 −4.24= − 4.36 −3.06= − 3.10 −1.7 [51], −3.0 [12], −3.8 [12],
−4.0 [52], −4.2 [10], −4.6 [53]

−4.3 [53], −4.65 [52]

MoSe2 2.81=5.03 2.74=0.46 −4.58= − 4.70 −3.22= − 3.28 −3.8 [54,55], −4.1 [5], −4.2 [10],
−4.3 [12], −4.4 [53]

−4.2 [10]

MoTe2 2.71=5.03 2.60=0.21 −4.86= − 5.00 −3.36= − 3.36 −4.6 [8,12] −3.8 [8]
WS2 3.29=5.94 1.35=4.21 −3.46= − 3.88 −2.76= − 2.80 −3.7 [10], −3.94 [52], −4.0 [12],

−4.25 [56], −4.35 [57]
−3.99 [52], −4.9 [10]

WSe2 3.15=5.91 0.99=3.97 −3.88= − 4.32 −3.00= − 3.22 −1.6:: − 2.9 [6], −3.2 [58], −3.7 [55],
−3.8 [10], −4.37 [7]

−3.9 [10]
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with right- and left-handed circular polarized light
gμBBz ≔ Ωσþ −Ωσ− [52]. This results in the factor 2 in
Eq. (7). If excitonic effects were neglected, the g factor
of the transition from (v, k) to (c, kþQ) could be
approximated by

gðvk→ckþQÞ
band ¼ 2ðmckþQ −mvkÞ=μB: ð8Þ

Equation (7) is a generalization of gband. Our results show
that g is more than 30% smaller compared to gband due to
the spatial structure of the excitons.
Exciton g factors of MoSe2.—Using Eq. (7) we are now

able to calculate the energy splitting of excitons in a
magnetic field, i.e., its g factors. In Figs. 2(a) and 2(b)
the resulting differences of the magnetic moments between
the valence band and the first and second conduction bands
are shown. These differences are weighted in Eq. (7) by the
square of the exciton wave function, which is shown on a
logarithmic scale in Fig. 2(c) for the case of the exciton at
K. In Mo-based TMDCs the exciton transition to the lowest
conduction band is bright due to the same spin character
[61,62], i.e., the so-called A exciton. We find that the
interband transition exactly at K involves a change of the
magnetic moment of −2.3 μB while at −K the moment is
reversed, which would yield gAband ¼ 2ð−2.3Þ ¼ −4.6.
Away from �K the absolute value of the magnetic moment
decreases (see [35] for details) and if we take the k space
dependent structure into account we find a distinctly
weaker gA factor of −3.2. The second excited Rydberg
state is considerably more extended in real space and
hence more localized in reciprocal space. Consequently
gA

2s ¼ −3.7 is much stronger, even though stemming from
the same bands [11]. In the following we refer our wording
to the absolute values of the g factor. The transition to the
second conduction band (VBþ 1) is the first dark tran-
sition. In Fig. 2(b) the calculated magnetic moments are
shown. Here, we find a distinctly larger difference of the

magnetic moments of −4.6μB at K and a decrease close
to K as discussed before. The weighted sum amounts to
gD ¼ −7.4 (compared to gDband¼2ð−4.6Þ¼−9.2). Besides
momentum direct excitons discussed before, we can also
use Eq. (7) to evaluate indirect excitons [63]. We find, e.g.,
for the lowest energy transitions g ¼ 12.0 (gband ¼ 15.6)
for K → K0 and g ¼ −6.0 (gband ¼ −8.6) for K → Λ.
Comparison of different TMDCs.—Table I compiles our

data of all five TMDC monolayers studied here. We first
focus on the difference of the transition exactly at K.
Changing the chalcogen atom from S to Se and further to Te
leads to an increase in gAband. E.g., for Mo the value changes
from−4.3, to−4.6 and−4.9, respectively. If the metal atom
is tungsten, the magnetic moments are smaller and we find
−3.5 and −3.9. The transition from the second highest
valence band (VB-1) at K (corresponding to the B exciton),
results in a very similar trend. However, compared to gAband
the strength of the magnetic moment is increased by 0.1
to 0.4.
As discussed above, the exciton g factors are also

sensitive to the region around K. In all cases we find that
the difference of the magnetic moments decreases away
from K and thus the g factors are clearly smaller compared
to the interband values gband at the K point. For the Mo-
based TMDCs we find gA ranges between −3.1 and −3.4,
while WS2 and WSe2 have values of −2.8 and −3.0,
respectively. For the different materials the trends of the g
factors follow the trends described for gband for both the
A and B exciton. The reduction of the exciton g factor
compared to gband is slightly stronger in Mo-based TMDCs
and is approximately 30%.
We note in passing that employing quasiparticle energies

in Eq. (5) leads to g factors that are slightly larger by about
0.2, i.e., gA ¼ −3.2, −3.4, −3.6, −3.0, and −3.3, respec-
tively, for the materials listed in Table I.
Several experimental studies on exciton g factors have

been performed in TMDC monolayers and their results are

(a) (b) (c)

FIG. 2. (a),(b) Difference of the magnetic moments of MoSe2 ’s first and second conduction band (CB, CBþ 1, respectively) and the
valence band (VB). The results are shown on a ð24 × 24Þ mesh with colors from red to blue denoting the differences. Note that the
abrupt changes (e.g., red to blue) are related to band crossings. (c) k-dependent exciton wave function of the first bright (A) exciton on a
logarithmic scale. Note that due to the magnetic field the �K degeneracy is lifted. The resulting exciton g factor is calculated by
multiplying the magnetic moments with the exciton wave functions [see Eq. (7)].
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listed in Table I. In general the data is quite scattered and
values between −1.6 and −4.6 are observed for the A
excitons. E.g., for MoSe2 six measurements are available
which range between −3.8 and −4.4. All in all, a one to one
comparison of our results to experiment is not easily
possible. Within measurements from the same groups
(e.g., [10,12]) one can observe a weak tendency that
W-based TMDC have smaller values compared to Mo
based. If we compare gband to experiment, one seems to find
a very reasonable agreement. The decrease of about 30% of
the exciton g factors results in generally slightly smaller
values compared to the experiment. However, we note that
experiments are not performed for freestanding mono-
layers. Additional dielectric screening (e.g., of the sub-
strate) results in a weakening of the exciton binding energy,
a larger spatial extent of the exciton, a smaller extent in k
space [64], and eventually in larger exciton g factors.
For hexagonal boron nitride substrate and encapsulation,
e.g., the g factor increases by about 0.1 and 0.2. We believe
that the dependence of the g factor on the environment might
partially explain the scattering of experiments in Table I.
Furthermore, g factors for higher excited Rydberg

excitons (2s etc.) have been measured [11–13]. In most
cases the g factors of 2s excitons increase compared to 1s.
As the spatial extent of these ns excitons increases with n,
i.e., their extent in k space decreases [65]. This is perfectly
in line with our results discussed above.
Conclusion.—In summary, we have proposed an

approach to calculate magnetic moments and exciton g
factors of semiconductors from first principles. Excluding
excitonic effects, we obtain gband factors ranging between
−3.5 and −4.9 for monolayer WS2 to MoTe2, respectively.
Employing GW þ BSE calculations we find a distinct
reduction of about 30% resulting in g factors which range
between −2.8 and −3.4 for the excitons. Compared to the
experimental results, our calculated values and trends are in
good agreement and open a pathway for better under-
standing the change of optical properties of semiconductors
in magnetic fields.
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sions and helpful comments. The authors gratefully
acknowledge the financial support from German
Research Foundation (DFG Project No. DE 2749/2-1),
the Collaborative Research Center SFB 1083 (Project
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Note added.—Recently, we became aware of that calcu-
lations of gband for TMDCs have recently been posted in
[66–68].
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