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Ideal Weyl points, which are related by symmetry and thus reside at the same frequency, could offer
further insight into the Weyl physics. The ideal type-I Weyl points have been observed in photonic crystals,
but the ideal type-II Weyl points with tilted conelike band dispersions are still not realized. Here we present
the observation of the ideal type-II Weyl points of the minimal number in three-dimensional phononic
crystals and, in the meantime, the topological phase transition from the Weyl semimetal to the valley
insulators of two distinct types. The Fermi-arc surface states are shown to exist on the surfaces of the Weyl
phase, and the Fermi-circle surface states are also observed, but on the interface of the two distinct valley
phases. Intriguing wave partition of the Fermi-circle surface states is demonstrated.
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Weyl semimetals, hosting twofold linear crossing points
in three-dimensional (3D) momentum space, i.e., Weyl
points (WPs), have stimulated intensive research in the field
of topological physics [1–8]. The WP behaves as a source
or sink of the Berry curvature flux and carries topological
charge of þ1 or −1 [3]. The existence of WPs needs the
breaking of the spatial inversion or time-reversal sym-
metries. Generally, there exists at least two WPs in the
system with broken time-reversal symmetry, but four in the
presence of time-reversal symmetry [9]. Because of their
topological nature, WPs always come in pairs, which give
rise to a variety of intriguing properties, such as nonclosed
Fermi-arc surface dispersions [1–3] and chiral anomaly
[10–15]. In particular, WPs, described by all the three Pauli
matrices, are stable against small perturbations [16]; there-
fore, the problem of the topological phase transition in
Weyl semimetal is less explored.
There are two types of WPs: the type-I WP has a

pointlike Fermi surface, while the type-II WP hosts a
strongly tilted cone dispersion and possesses a conical
Fermi surface [17–21]. This feature enables the type-II
Weyl semimetal to exhibit numerous unique properties,
including anisotropic chiral anomaly [22,23] and antichiral
Landau levels [17,24]. The WPs, of both types I and II,
have been achieved in condensed matter systems [25–32]
and artificial periodical structures, such as photonic crystals
[33–37] and phononic crystals (PCs) [38–44]. However,
these WPs are usually not at the same energy, making a
serious restriction for realizing and utilizing the unique
properties induced by the WPs [9,45–47]. To overcome this
problem, recently, the concept of ideal WPs, types I [45,46]
or II [47–50], which are related by symmetry and thus
reside at the same energy, has been proposed. Although the

ideal type-I WPs have been achieved in photonic crystals
[51], the ideal type-II Weyl phase is still beyond realization.
Benefiting from the macroscopic nature, PC is ideal for

studying the topological physics and exploring the novel
transport phenomena for acoustic waves. Actually, besides
the Weyl phase discussed above [40–44], lots of other
topological phases [52–62], including the two-dimensional
valley insulator [52,53] and Chern insulator [54], have been
realized in PCs. In this Letter, we realize a 3D PC, which
hosts four ideal type-II WPs protected by the time-reversal
and mirror symmetries. Phase transitions from the Weyl
semimetal to valley insulators of two distinct phases are
studied. The Fermi-arc surface states are shown to exist on
the surfaces of the Weyl phase. Specifically, the Fermi-
circle surface states are found on the interface of the two
distinct valley phases, whose dispersions are the closed
equifrequency contours [63]. A unique wave partition of
the Fermi-circle surface states is demonstrated.
As shown in Fig. 1(a), the PC sample is fabricated by 3D

printing. The PC is a layer-by-layer stacking of a hexagonal
array of triangular scatterers, together with the supporting
plate, as shown in Fig. 1(b). The plate is drilled with
cutting-through holes of two different sizes, by which the
neighboring layers couple. The top and side views of one
unit cell are displayed in Figs. 1(c) and 1(d). The rotational
angle of the triangular rod with respect to the x axis is θ.
The height and side length of the triangular rod are 2h1
and s. The height and the radii of the coupling holes are h2,
r1, and r2. The lattice constants in the x-y plane and along
the z direction are a and h ¼ 2h1 þ h2. The parameters are
chosen as a¼ ffiffiffi

3
p

cm, s ¼ 0.4
ffiffiffi
3

p
a, h1 ¼ 0.25a, h2 ¼ 0.1a,

r1 ¼ 0.1a, and r2 ¼ 0.3r1. Air is filled inside the structured
channels with hard boundaries marked by the cream color.
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All the simulations are performed by the COMSOL

Multiphysics solver package.
To illustrate how the ideas work, we construct a tight-

binding model to describe the PC. As shown in Fig. 1(e), a
unit cell contains two sites (points 1 and 2), corresponding
to the two inequivalent triangular-lattice centers 1 and 2 in
each layer shown in Figs. 1(b) and 1(c). The site energy
ε is induced by the rotational angle θ of the triangular

scatterer [52,53], and the nearest-neighbor hopping t0 is
constant, denoting the intralayer coupling. The interlayer
couplings t1 and t2 are introduced by the holes of two
different sizes in the plate (r1 and r2), while the plate is
used to separate the air and thus form the layer-by-layer
stacking structure. On the basis of the sublattices 1 and 2,
the Hamiltonian in momentum space can be given by

H ¼ dxσx þ dyσy þ dzσz þ d0I; ð1Þ

where dx¼t0cosðkxa=
ffiffiffi
3

p Þþ2t0cosðkya=2Þcosðkxa=2
ffiffiffi
3

p Þ,
dy ¼ −t0 sinðkxa=

ffiffiffi
3

p Þ þ 2t0 cosðkya=2Þ sinðkxa=2
ffiffiffi
3

p Þ,
dz ¼ εþ ðt1 − t2Þ cos kzh, and d0¼ðt1þ t2Þcoskzh. σ are
the Pauli matrices represented sublattice degree of freedom,
and I is the identity matrix.
The eigenvalues of the Hamiltonian (1) is E� ¼

d0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2x þ d2y þ d2z

q
. If t1 ¼ t2, induced by the same size

of holes (r1 ¼ r2), the equal interlayer couplings cannot
result in a kz-dependent σz term, thus no WP exists in this
case. When t1 ≠ t2 and dx ¼ dy ¼ dz ¼ 0, the band cross-
ing occurs and forms the type-II WPwith d0 tilting the band
dispersion along the kz direction. The effective Hamiltonian
near the WP is

δHW ¼ vxδkxσx þ vyδkyσy þ vzδkzσz þ v0δkzI; ð2Þ

where vi¼x;y;z;0 are quantities related with the group
velocities, and jv0=vzj ¼ jðt1 þ t2Þ=ðt1 − t2Þj > 1, verify-
ing the WP is of type II [17]. The topological charges
of WPs can be calculated as C ¼ sgnðvxvyvzÞ ¼ �1, as
shown in Fig. 1(f). The details of the Hamiltonian and
charges of WPs are shown in the Supplemental Material
[64]. On the other hand, when dz ≠ 0, by considering kz as
a parameter, the Hamiltonian (1) can be viewed as a two-
dimensional valley insulator [65–69]. In this case, the
two valleys V 0 and V, the frequency extrema, are located
at points ðkx; kyÞ ¼ ½ð2π= ffiffiffi

3
p

aÞ; ð2π=3aÞ� and ½0; ð4π=3aÞ�
for a fixed kz. The effective Hamiltonian of valley V along
the KH line [Fig. 1(f)] is derived as

δHV ¼ v0δkxσx þ v0δkyσy þ dzσz þ d0I; ð3Þ

with v0 ¼
ffiffiffi
3

p
t0a=2. The valley Chern number, the integral

of Berry curvature near the valley [65–69], is obtained as
CVðkzÞ ¼ 1

2
sgnðdzÞ, and that of valley V 0 is CV 0 ðkzÞ ¼

−CVðkzÞ, connected by the time-reversal symmetry.
We now demonstrate the existence of the ideal type-II

WPs. For the PC with θ ¼ 35°, the bulk band structure of
the lowest two bands at ðkx; kyÞ ¼ ½0; ð4π=3aÞ� along the kz
direction is calculated and measured in Fig. 1(g). The
colored maps denote the experimental dispersions obtained
by Fourier transforming the measured pressure fields inside
the sample, while the black dashed lines represent the
simulated values obtained from full-wave simulations. It is
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FIG. 1. (a) A photo of the 3D sample with θ ¼ 35°. (b) Sche-
matic of the layer-by-layer stacking PC. Each layer consists of
triangular rods arranged in a hexagonal lattice and couples with
each other via two different sized vertical holes. The (c) top and
(d) side views of the unit cell. θ is the rotation angle of the
triangular rod with respect to the x axis. (e) The lattice of the
corresponding tight-binding model. (f) The reduced first
Brillouin zone. For θ ¼ 35°, the bulk band structures at ðkx; kyÞ ¼
ð0; 4π=3aÞ (g) along the kz direction and (h) in the kx-ky plane
with kz ¼ 0.57ðπ=hÞ. The colored maps denote the magnitude of
experimental Fourier spectra. There exists a minimal number of
four ideal type-II WPs with positions shown in (f). The purple
and green circles represent the WPs with charges þ1 and −1,
respectively.
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found that the linear dispersion of the crossing point
possesses group velocities in the same direction. And
the linear dispersion appears at the K̄ point, but the group
velocities are in the opposite directions for the band
structure in the kx-ky plane with kz ¼ 0.57π=h, as shown
in Fig. 1(h). So the crossing point is a type-II WP with
position at ðkx; ky; kzÞ ¼ ½0; ð4π=3aÞ; 0.57ðπ=hÞ�. The
other three type-II WPs can be obtained by the symmetry.
Figure 1(f) shows the minimal number of four type-II WPs
in the first Brillouin zone with green and purple spheres
denoting opposite charges. Time-reversal symmetry pro-
tects the WPs situated at the K̄ and K̄0 points having
opposite charges, and mirror symmetry of the z ¼ 0 plane
protects the WPs situated at opposite kz also having
opposite charges. In addition, owing to the D3h symmetry,
the WPs are usually located along KH and K0H0 lines,
making the WPs more easily searching. Therefore, these
type-II WPs are ideal because of all of them being at the
same frequency, guaranteed by time-reversal symmetry and
mirror symmetry.
To study the evolution of these type-II WPs in our PCs,

we calculate the bulk band structures at ðkx; kyÞ ¼
½0; ð4π=3aÞ� as functions of kz and θ, as plotted in
Fig. 2(a). When θ is in the range of 29.1° < θ < 39°,
type-II WPs emerge as marked by the black dashed line.
When θ < 29.1°, the WPs eliminate at kz ¼ 0 and turn to
open a bulk gap, while when θ > 39° the WPs eliminate
at kz ¼ �π=h and also open a bulk gap. The gaps for
θ < 29.1° and θ > 39° should have different topological
phases because of the separation of them being the WPs. So
there are three topologically distinct phases I, II, and III,
colored by gray, blue, and yellow in Fig. 2(b). Because of
the D3h symmetry, the band structure as a function of θ
satisfies the periodicity of 120°. As the system has the
mirror symmetry of the y ¼ 0 plane at θ ¼ 0°, the topo-
logical phase for θ < 0° stays the same as that for its
positive counterpart, thus only the topological phase for
0° < θ < 60° is shown in Fig. 2. The topological properties
of this system can be described by the kz-dependent valley

Chern number CVðkzÞ, as discussed from Eq. (3). Phases I
and III are the distinct valley insulators, in which CVðkzÞ
along the KH line are 1

2
and − 1

2
, respectively. Phase II is the

Weyl semimetal, in which the WP along the KH line with
kz > 0 hosts the topological charge C ¼ 1

2
− ð− 1

2
Þ ¼ 1

[purple dashed line in Fig. 2(b)], while the topological
charge of the WP at opposite kz is −1 (green dashed line).
The region of the Weyl phase can be tuned by varying the
two interlayer couplings or, in fact, the sizes of the two
cutting-through holes with radii r1 and r2 [64]. These
results are consistent with those of the analytic model.
Weyl semimetal was predicted to give rise to the Fermi-

arc surface states. Figure 3 shows the Fermi arcs of the
states at f ¼ 10 kHz on the left and right zigzag surfaces of
the PC with θ ¼ 35°. The colored maps and lines represent
the measured and simulated data, which are consistent with
each other. For the full surface wave dispersions, one can
refer to the Supplemental Material [64]. Interestingly, the
Fermi arcs could connect the upper and lower WPs, or
the left and right ones with opposite charges, relying on the
surface structures. However, there are no Fermi arcs at the
armchair surfaces, due to the cancellation of the projected
WPs with opposite charges at the same kz.
We then study the surface states on the interface between

the two topologically distinct valley insulators, phases I and
III, in which the valley Chern numbers along the KH line
are CVðkzÞ ¼ 1

2
(phase I) and − 1

2
(phase III), respectively.

The valley insulator here can be viewed as the two-
dimensional valley insulator [65–68] stacked to three
dimensions, and is thus of weak topology [63,70].
Because of the kz-dependent valley Chern number, the
surface states exist at the interfaces (100) or (010), but
not (001), of the two topologically distinct valley
insulators [64]. The closed Fermi circles are different from
the nonclosed Fermi arcs connecting the projections of the
WPs with opposite charges. Figure 4(a) shows the calcu-
lated and measured Fermi-circle surface dispersions at

FIG. 2. (a) 3D band structures as functions of kz and rotation
angle θ at ðkx; kyÞ ¼ ½0; ð4π=3aÞ�. The dashed line outlines the
WPs where the band gap closes. (b) The phase diagram
determined by the kz-dependent valley Chern numbers for θ.
Phases I and III are topologically distinct valley insulators, while
phase II is Weyl semimetal. The purple and green dashed lines in
phase II represent the positions of WPs with opposite charges.
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FIG. 3. The equifrequency contours at f ¼ 10 kHz on the
(a) left and (b) right zigzag surfaces of the PC with θ ¼ 35°
(phase II). The colored maps represent the measured data, and the
black lines denote the calculated projected bulk states. The white
dashed and solid lines denote the surface states projected from the
V 0 and V valleys. The Fermi arcs could connect the upper and
lower WPs, or the left and right ones, depending on the surface
potentials.

PHYSICAL REVIEW LETTERS 124, 206802 (2020)

206802-3



f ¼ 10.7 kHz for interface (100) formed by the two
distinct valley insulators, with good agreement.
Unlike the Fermi-arc surface states that merge with the

bulk states at the ends of the arcs, the Fermi-circle surface
states can exist independently in the complete bulk gap and
thus have particular advantage in surface transport. They
can be excited without disturbing the bulk states. As a
concrete example, we display an interesting wave partition
of the surface states at the intersection channels. Figure 4(d)
shows the schematic of the system constructed by four
domains with channels 1–4, where the angle between
channels 2 and 3 is 60°. The top left and bottom right
domains (gray regions) belong to phase I with θ ¼ 20°, and
the other two domains (yellow regions) are of phase III with
θ ¼ 50°. A point source is placed at the position marked by
a pink star at the left of channel 1 to excite the surface
waves. Figure 4(e) shows the corresponding sample.
The simulated and measured field distributions of wave

partition are shown in Figs. 4(f) and 4(g) with good
agreement. The directions of group velocities in channels
1, 2, and 4 are shown in Figs. 4(a)–4(c). The incident waves
from channel 1 only enter into channels 2 and 4 with the
positive group velocities, because of the valley-momentum
locking. Dramatically, the sound waves mainly propagate
to channel 4 with a sharp turn, since the surface states near a
sharp turn can be coupled more easily, similar to the
partition of the edge states in the two-dimensional topo-
logical system [71–73]. The surface waves also split into
two parts along the z direction, coming from the specific
surface wave dispersions shown in Figs. 4(a)–4(c).
In conclusion, we have realized an ideal type-II Weyl

phase and observed the topological phase transition to
valley insulators. Our system not only provides special
advantages to explore the intriguing properties of type-II
Weyl semimetals, but also paves a potential way for
applications of topological acoustics. For example, the
topological transport and wave partition of the surface
states may serve as a basis for acoustic devices, such as
waveguide, splitter, and signal processing in a network
structure. Moreover, the acoustic vortex property induced
by the valley nature [74] may make our system as 3D
acoustic tweezers and rotate the trapped microparticles in
the absence of contact.
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Note added.—Recently, we become aware of a preprint [75]
that focuses on the ideal type-II Weyl points in electric
circuit.
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