
 

High Explosive Ignition through Chemically Activated Nanoscale Shear Bands

Matthew P. Kroonblawd * and Laurence E. Fried
Physical and Life Sciences Directorate, Lawrence Livermore National Laboratory, Livermore, California 94550, USA

(Received 2 December 2019; revised manuscript received 24 March 2020; accepted 6 May 2020; published 22 May 2020)

Shock initiation and detonation of high explosives is considered to be controlled through hot spots,
which are local regions of elevated temperature that accelerate chemical reactions. Using classical
molecular dynamics, we predict the formation of nanoscale shear bands through plastic failure in shocked
1,3,5-triamino-2,4,6-trinitrobenzene high explosive crystal. By scale bridging with quantum-based
molecular dynamics, we show that shear bands exhibit lower reaction barriers. While shear bands quickly
cool, they remain chemically activated and support increased reaction rates without the local heating
typically evoked by the hot spot paradigm. We describe this phenomenon as chemical activation through
shear banding.

DOI: 10.1103/PhysRevLett.124.206002

Preexisting microstructural heterogeneities such as
voids, grain boundaries, and cracks are thought to serve
as sites that can interact with a shock wave in a high
explosive to produce hot spots [1]. Hot spot formation is
widely regarded as the critical first step in shock initiation—
the buildup to detonation from a subdetonative shock—
and for sustaining a steady detonation in solid explosives
[2,3]. The temperature within a hot spot greatly exceeds
that in the shock-compressed bulk surroundings, thus
accelerating the exothermic reaction rates and leading
to possible detonation [4–6]. Despite considerable effort
across decades of research, there is still uncertainty
regarding the microscopic mechanisms of hot spot for-
mation that govern the shock initiation and detonation of
solid explosives.
Highly insensitive explosives offer greatly enhanced

safety properties over more conventional explosives, but
the physical properties responsible for the safety character-
istics are not clear. 1,3,5-triamino-2,4,6-trinitrobenzene
(TATB) is a highly insensitive explosive that is nearly
unique in its safety-energy trade-offs. TATB is a crystalline
material whose structure comprises planar layers of nearly
planar TATB molecules that form a highly resilient 2D
hydrogen bonding network [7–10], leading to anisotropy in
its mechanical [11–13] and thermal [14,15] properties.
Continuum models for shock initiation safety and

detonation performance in explosives that center on the
concept of coupling between a shock wave and preexisting
microstructural void defects have so far been unfruitful [3]
for nonideal explosives such as TATB, which points to key
physics being omitted from the model description. Several
empirical continuum models do not explicitly resolve hot
spots because of their small spatial scales and instead rely
on empirical forms that capture the consequences of hot
spot formation and evolution [3,16–18]. Some of these
models require separate parameter sets for shock initiation

and detonation [16,19] or switching functions between
these regimes [18], again indicating missing physics.
It is commonly held that the dominant hot spot mecha-

nism in explosives is void collapse, which has made it the
focus of the vast majority of atomistic and mesoscale
studies that explicitly resolve hot spot formation (see, for
instance, Refs. [6,20–26]). Shearing forces could lead to an
alternative homogeneous hot spot mechanism in which
they form dynamically through plastic relaxation for shock
strengths above the Hugoniot elastic limit. The term “shear
band” has been applied to describe both plastic relaxation
resulting from activation of dislocation slip systems [27–
30] and material amorphization, melting, or “shear failure”
[20,31–34]. Since at least the 1970s, micron-scale shear
bands have been considered as a possible route to generate
heat to initiate conventional inorganic [31] and organic [32]
explosives. Steric hindrance preventing dislocation slip has
been proposed as driver for the increased initiation sensi-
tivity of pentaerythritol-tetranitrate (PETN) single crystals
when shocked along particular directions [30,34–37],
although this concept has had limited success in explaining
the initiation behavior of other explosives [27]. Grain-scale
(1–100 μm) crystal plasticity simulations show evidence for
hot lamellar shear banding structures that form dynamically
in PETN single crystals following shock and could plau-
sibly serve as a homogenous source for hot spots [29].
While shear bands are predicted and observed to form
under shock loading in both organic and inorganic explo-
sives, the chemical significance of their formation has not
been well studied.
Here we develop a general multiscale modeling frame-

work to directly probe the connections between dynami-
cally formed shear bands and their ensuing chemistry to
gain new insights into the shock initiation and detonation of
explosives. Using this framework, we uncover a nanoscale
shear banding mechanism that activates chemistry in TATB
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through a reduction in reaction barriers. All-atommolecular
dynamics (MD) simulations offer a practical route to
determine parameters and elucidate guiding physical forms
for continuum-scale models and are an integral component
of a physics-based multiscale explosives modeling frame-
work [24,26,38,39]. Simulations involving millions of
atoms are typically required to explicitly resolve the
propagation of a shock front and the evolution of crystal
deformation and heat localization, which all but necessi-
tates use of a classical force field [33,40,41]. This is in
contrast to steady-state shock simulation methods [42–48],
which are ill suited to study shear band formation since they
do not resolve the shock front. At the same time, computa-
tionally expensive quantum-mechanical methods such as
density functional theory (DFT) [49,50] are the standard for
accurate quantum-based MD (QMD) predictions of chem-
istry. The extreme computational expense of DFT-based
QMD typically limits studies to a few hundred atoms with
trajectories that are a few 10s of ps in length. Highly
efficient semiempirical density functional tight-binding
(DFTB) [51–54] offers a competitive balance between
computational efficiency and accuracy for QMD simula-
tions of sub-ns chemistry in shocked organic systems and is
a nearly optimal choice for insensitive and slow-to-react
explosives, including TATB [45,47,55–58].
We develop and employ a scale bridging strategy using

nonreactive classical MD and ensembles of efficient
DFTB-based QMD simulations to accurately treat both
the initial mechanics of TATB single crystal plasticity
during shock and the ensuing sub-ns chemistry. This has
a decided advantage in that we treat both the mechanics and
chemistry with the best available and highest fidelity
techniques that can be practically applied to model these
processes. Using classical MD, we uncover a shear banding
mechanism that manifests in oriented TATB crystals
shocked to the steady detonation pressure (≈30 GPa)
and results in substantial local heating and amorphization.
Chemical kinetics determined from QMD simulations
reveal that TATB in shear bands is highly reactive and
that shear banding is a plausible ignition mechanism that
activates during steady detonation in TATB-based explo-
sives. Our results demonstrate that shear band ignition
arises on the nanoscale through coupling between crystal
mechanics and chemistry that is decidedly more complex
than simple localization of heat.
Molecular dynamics simulations were performed using

the LAMMPS code [59] and 3D periodic simulation cells. The
generalized crystal-cutting method (GCCM) [60] was used
to construct a large triclinic simulation cell, shown in Fig. 1,
that contained oriented TATB single crystal in the ambient
P1̄ phase [7] for classicalMD shock simulations in a reverse
ballistic configuration [40]. Studying the response of a
perfect single crystal provides a meaningful lower bound
on the shear band concentration relative to real defective
TATB crystals [61] and could also provide a baseline for

comparison to future experiments using new high quality
single crystals [10]. The shock direction S was oriented
along z in the lab frame and was set to be 15° away from the
normal to the TATB crystal layersNð001Þ in the plane defined
by lattice vector a and Nð001Þ. The ðx; y; zÞ crystal dimen-
sions were (61.4 nm, 7.9 nm, 260.8 nm) with all cell angles
within 0.4° of 90°, which corresponds to 13.3 million atoms.
All simulation snapshots were prepared with OVITO [62].
Classical MD simulations were performed using a well-

established nonreactive force field for TATB [11,14,63].
See Supplemental Material [64] for descriptions of the MD
algorithms used [65–72]. We chose up ¼ −2.5 km s−1 to
generate an ≈30 GPa shock, which is close to the von
Neumann shock pressure (estimated to be 34 GPa [19]) in
TATB. The material response was characterized through
locally averaged molecular quantities, including the tem-
perature, shear stress, and an order parameter that differ-
entiates between bulk and shear band configurations. The
temperature T was obtained through the molecular roto-
librational and vibrational kinetic energy. To account for
the well-known error in the heat capacity of classical
systems, we obtained quantum-corrected molecular tem-
peratures through a temperature-dependent molecular
specific heat. That is, we solved

ΔEro-vib ¼
Z

T

300 K
½3kB þ CVðT 0Þ�dT 0; ð1Þ

for the upper integration limit, where ΔEro-vib is twice the
change in ro-vibrational kinetic energy relative to the
preshock state and the molecular specific heat under
the integral is separated into a classical contribution from
the roto-librations (3kB) and a quantum-mechanical con-
tribution CVðTÞ from the molecular vibrations obtained
from a DFT-based quasi-harmonic prediction [41]. Shear
was characterized using the von Mises stress, σMises, a
rotationally invariant measure of deviatoric stress. A
structural order parameter was defined using the second
Legendre polynomial,

P2½cosðθÞ� ¼
1

2
½3 cos2ðθÞ − 1�; ð2Þ
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t0 = 0 ps
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FIG. 1. Reverse ballistic simulation cell wherein a flexible
sample is assigned velocity up and impacted onto a rigid piston,
generating a shock wave that travels at velocity uw with respect to
the piston and at velocity us ¼ uw − up through the sample.
Material velocity V behind the front goes to zero.
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where θ is computed in terms of the TATB benzene ring
unit normal vector QðtÞ with respect to its value at the start
of the simulation as cosðθÞ ¼ QðtÞ ·Qð0Þ. A value of 0
corresponds to complete loss of the initial rotational order,
while 1 corresponds to no orientational change. See
Supplemental Material [64] for further simulation and
analysis details.
Figure 2(a) shows the response of shocked oriented

TATB single crystal at the moment of maximum compres-
sion. The most striking feature is the formation and growth
of hot planar bands at ≈45° with respect to the shock
direction. Comparison of T and P2½cosðθÞ� indicates that
hot shear band regions also exhibit significant loss of the
original crystalline order. Figure 2(b) highlights the nm-
scale growth process for a selected shear band in region *.
After passage of the shock front, the material is under a
very high deviatoric stress indicated by σMises. As the shear
band grows, it simultaneously relieves deviatoric stress and
leads to amorphization in its wake through a ps-scale
material shear failure process. Similar shear bands were
predicted to form for shocks propagating along [100] in the
related molecular explosive α-cyclotrimethylene-trinitr-
amine (α-RDX) [33] and are akin to phenomenological
mesoscale descriptions that treat shear bands as melted
regions [20]. This shear failure process is distinct from
dislocation-mediated shear banding seen in PETN [30] and
for the Nð111Þ [27] and Nð021Þ [28] directions in α-RDX.

Material in the shear band regions is 5.5% denser than the
surrounding crystal. The shear bands do not fully liquify,
and the shear band temperature and pressure state is below
the predicted melting point for TATB [63,73]. More
detailed characterizations of the density, local deformation,
and temperature field of shear bands are given in the
Supplemental Material [64].
We projected the average molecular T and P2½cosðθÞ�

values onto a plane that is orthogonal to the direction of
shear band growth to assess the shear band dimensions,
temperature, and structure (see Fig. 3). Most of the bands
are roughly 10 nm wide and reach an average temperature
of 1300 K. Comparing the temperature curves at t ¼ 38 ps
to those at earlier times reveals relaxation occurring in
roughly 20 ps through thermal conduction, with an
approximate average (and thus final) temperature being
near 1200 K. Regions with the highest temperatures
coincide with the lowest average orientational order.
Regions between the bands exhibit near crystalline
P2½cosðθÞ� values and are also initially cooler
(≈1000 K). Shear bands also developed in simulation cells
with smaller transverse dimensions (see Supplemental
Material [64]).
Representative shocked bulk crystalline and shear band

configurations were extracted from our large-scale classical
MD simulation for DFTB-based chemistry studies and are
shown in Fig. 4. Each cell was 3D periodic and contained
eight molecules (192 atoms) of unreacted TATB at the
average postshock density 2.96 g cm−3. A chemical
kinetics study was performed using ensembles of iso-
thermal-isochoric (NVT) QMD simulations driven by
DFTB+ [74]. Ten simulations were performed per configu-
ration type and per temperature in 200 K increments in the
interval 2400 K ≤ T ≤ 3200 K. A graph-based analysis of
interatomic bonding determined through a distance and
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lifetime criterion was performed to characterize the chem-
istry. The characteristic reaction time was defined as the
time required for half of the TATB C6 rings to dissociate,
as identified by a cycle analysis using NETWORKX [75].
Each trajectory was integrated past its characteristic time,
up to a maximum of 200 ps. Additional QMD simulations
described in the Supplemental Material [64] show that the
predicted kinetics are insensitive to both the density
variations and the small cell size.
Results from our ensembles of QMD simulations are

shown in Fig. 5 along with weighted fits of the rates k to an
Arrhenius expression, k ¼ A expð−Ea=RTÞ. The average
characteristic times for bulk crystalline and shear band
TATB are clearly different within uncertainty at each
temperature considered, with the shear band configurations
reacting much more quickly. Weighted Arrhenius fits
indicate that shear band configurations exhibit a significant
reduction in activation energy Ea relative to crystalline
configurations. These activation energies are respectively
51� 9 kcalmol−1 and 68� 7 kcal mol−1. A more detailed
reaction analysis shows that TATB in shear bands is more
likely to emit NO2 groups as an initial step, which
accelerates the decomposition. At the same time, shear
bands exhibit a lower population of species associated with
intra- and intermolecular hydrogen transfers that initiate
chemistry in the crystal [45,47]. This indicates that shear
band configurations exhibit a mechanochemical influence
on the kinetics [76,77] that may favor alternative reaction
channels. Additional details are given in the Supplemental
Material [64].
The maximum shear band temperature in Fig. 2 is

1300 K. According to Fig. 5, the reaction time at this
temperature is 200 ns in the shear band regions. This is
much longer than the 20 ps time for thermal relaxation of
the shear band. Therefore, the approximate equilibrium
temperature (Ts ≈ 1200 K) is most relevant to thermally
activated chemistry. At Ts, reactions are predicted to occur

in the shear bands within ≈1 μs, which is 2 orders of
magnitude faster than for the crystalline bulk (≈180 μs).
The predicted lifetimes are larger than the TATB reaction
zone time (≈100–300 ns [19]). Our previous experience
with applying standard DFTB parameter sets to organic
systems indicates that reaction barriers are systematically
overestimated by 5–10 kcalmol−1 [78,79]. Accounting for
this systematic bias translates to an average lifetime of
≈14 ns for TATB in shear bands and a lower bound of
0.3 ns when coupled with our quantified random uncer-
tainties, indicating that shear bands in TATB could plau-
sibly ignite during the reported reaction zone time. While
the present results consider shear bands in isolation, they
could also form and couple with other hot spot sources to
enhance local reaction rates during shock initiation.
Preliminary simulations show shear band formation at
pressures between 8 and 30 GPa, which corresponds to
the measured region of shock initiation.
Following ignition of material in a shear band, a high-

pressure deflagration process is expected to consume the
rest of the explosive material. This mechanism has been
referred to as reaction growth in models such as Lee and
Tarver’s Ignition and Growth model [16]. We can estimate
the rate of reaction growth in a shear band by assuming a
steady laminar premixed burn. Combustion theory indi-
cates that the laminar burn velocity is proportional to the
square root of the reaction rate at the burning temperature,
while other terms depend on properties of the burned
products that are likely to be nearly the same in shear bands
and the bulk [80,81]. Using 2360 K as a calculated [82]
burning temperature for TATB (see Supplemental Material
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FIG. 4. Representative shock-compressed bulk crystalline and
shear band configurations extracted from the vicinity of the shear
band for QMD simulations. Atoms are colored cyan, blue, red,
and white for C, N, O, and H, the primary QMD simulation cell is
drawn in light green, and truncated replications of that cell are
shown to highlight the packing structure.
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[64]), we estimate that laminar burn rates will be 2.2 times
greater in the shear bands than in the bulk.
Our scale bridging approach overcomes the prohibitive

computational expense of quantum-based MD applied to
large systems and treats both crystal mechanics and
chemistry with the best available models for the relevant
time and length scales. We show that highly reactive
nanoscale shear bands are formed in TATB shocked near
its von Neumann pressure. We demonstrate that shear
banding in explosives can lead to ignition via chemical
activation through shear banding—a process that hinges on
the reduction in activation energy. This is distinct from the
traditional hot spot concept, where local heating is the
dominant mechanism that leads to increased chemical
reaction rate. Inclusion of shear band formation into
continuum shock initiation models [83] in the future could
lead to significant improvements in safety and performance
assessments. Given many prior results regarding shear band
formation in shocked explosives, we believe that this
mechanism could be important in a wide range of energetic
materials.

This work was performed under the auspices of the U.S.
Department of Energy by Lawrence Livermore National
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