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We report on the first measurement of the charmed baryon Λ�
c production at midrapidity (jyj < 1) in

Auþ Au collisions at
ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV collected by the STAR experiment at the Relativistic Heavy Ion

Collider. The Λc=D0 [denoting ðΛþ
c þ Λ−

c Þ=ðD0 þ D̄0Þ] yield ratio is measured to be 1.08� 0.16 ðstatÞ �
0.26 ðsysÞ in the 0%–20% most central Auþ Au collisions for the transverse momentum (pT ) range
3 < pT < 6 GeV=c. This is significantly larger than the PYTHIA model calculations for pþ p collisions.
The measured Λc=D0 ratio, as a function of pT and collision centrality, is comparable to the baryon-to-
meson ratios for light and strange hadrons in Auþ Au collisions. Model calculations including coalescence
hadronization for charmed baryon and meson formation reproduce the features of our measured Λc=D0

ratio.

DOI: 10.1103/PhysRevLett.124.172301

Heavy-ion collisions offer a unique opportunity to study
quantum chromodynamics (QCD), the theory describing
strong interactions between quarks and gluons through
color charges. Data collected from the Relativistic Heavy
Ion Collider (RHIC) and the Large Hadron Collider (LHC)
demonstrate that novel QCD matter, quark-gluon plasma
(QGP), in which quarks and gluons are deconfined, is
created in high-energy nucleus-nucleus collisions [1,2].
QCD hadronization is a nonperturbative process and
remains a challenging process to model. Fragmentation
fractions measured in high-energy ee, ep, and pp colli-
sions have been used to successfully describe hadron
production at high transverse momentum (pT) and are
deployed in Monte Carlo event generators like PYTHIA [3]
using a string fragmentation hadronization scheme.
Recently, different schemes, such as color reconnection
(CR) in PYTHIA, where strings from different multiparton
interactions are allowed to recombine, have been developed
to reproduce the low-pT hadron data, including an
enhanced production of baryons, in pp collisions [4]. In
central heavy-ion collisions, baryon-to-meson ratios for
light and strange hadrons in 2 < pT < 6 GeV=c show an
enhancement compared to pp collisions [5–7]. A coales-
cence hadronization mechanism, in which hadrons can be
formed via recombination of close-by partons in phase
space in the deconfined QGP, has been utilized to describe
the enhancement in heavy-ion collisions [8,9].
Alternatively to these microscopic schemes, a statistical
hadronization scheme, which determines hadron yields
statistically by their quantum numbers and thermal proper-
ties of the system, is used to fit successfully various light
and strange hadron integrated yields in ee, pp, and heavy-
ion collisions [10].
Because of their large masses, heavy quarks (c and b)

are predominately created from initial hard scatterings in
heavy-ion collisions. The relative yields of heavy-flavor
hadrons can serve as a tag to study their hadronization
process. The c quark fragmentation fraction ratio ðc → Λþ

c Þ=
ðc → D0Þ was measured to be around 0.10–0.15 in ee

and ep collisions [11–13]. Recently, ALICE and LHCb
measured [14,15] the Λc=D0 ratio in pþ p and pþ Pb
collisions at the LHC to be 0.4–0.5 at 2 < pT < 8 GeV=c,
larger than the PYTHIA model calculation based on string
fragmentation. The PYTHIA model with color reconnection
yields a larger Λc=D0 ratio that is close to the data [14].
In heavy-ion collisions, models including coalescence

hadronization of charm quarks predict a large Λc=D0 ratio
of ∼1, in the low to intermediate pT regions (< ∼8 GeV=c)
[16–18]. The ALICE Collaboration reported the Λc=D0

ratio to be ∼1 at 6 < pT < 12 GeV=c in Pbþ Pb collisions
at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 5.02 TeV, consistent with a contribution of

coalescence hadronization for charm quarks [19].
Measurement of Λ�

c production in heavy-ion collisions
over a broad momentum region, particularly at lower pT,
will offer significant insights into the hadronization mecha-
nism of charm quarks in the presence of a QGP.
Furthermore, understanding the hadronization mechanism
of charm quarks in heavy-ion collisions is crucial to the
study of charm-quark energy loss in the QGP using the
measurements of nuclear modification factors (RAA) of D
mesons [20–22] in heavy-ion collisions. Since the charm
quarks are dominantly produced through initial hard
scatterings, a large baryon-to-meson ratio directly impacts
the charm meson RAA.
In this Letter, we report on the first measurement of Λ�

c
production in Auþ Au collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV.

The analysis is carried out at midrapidity (jyj < 1) and
utilized a total of 2.3 billion minimum bias (MB) triggered
events collected by the STAR experiment during 2014 and
2016 runs at RHIC. The heavy flavor tracker (HFT) [23], a
four-layer high-resolution silicon detector, was used for
excellent vertex resolution that improves significantly
the signal-to-background ratio for charmed hadron
reconstruction. The MB events are selected by requiring
a coincidence between the east and west vertex position
detectors [24]. The events are required to have the recon-
structed primary vertex (PV) position along the beam
direction within 6 cm from the detector center, to ensure
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good HFT acceptance. The collision centrality, a measure
of the geometric overlap between the two colliding nuclei,
is defined using the measured charged track multiplicity at
midrapidity, as compared to a Monte Carlo Glauber
simulation [25].
TheΛ�

c baryons are reconstructed via the hadronic decay
channel Λþ

c → K−πþp and its charge conjugate. Charged
particle tracks are reconstructed from hits in the STAR time
projection chamber (TPC) [26] and HFT detectors, in a
0.5 T magnetic field. Tracks are required to have a
minimum of 20 TPC hits (out of a maximum of 45) and
at least three hits in the HFT subdetectors. The tracks are
also required to be within pseudorapidity jηj < 1 with
pT > 0.5 GeV=c. Particle identification (PID) is achieved
by a combination of the ionization energy loss dE=dx,
measured by the TPC, and the timing, measured by the time
of flight detector [27].
The Λ�

c decay vertex is reconstructed as the midpoint of
the distance of closest approach (DCA) between the three
daughter tracks. To improve separation of the signal from
combinatorial background of tracks originating from the

primary vertex, we utilized a supervised machine learning
algorithm, the boosted decision trees (BDTs), implemented
in the TMVA package [28]. The BDTs are trained with a
signal sample of Λ�

c → Kπp decays simulated using the
EvtGen generator [29] with detector effects taken into
account and a background sample of wrong-sign Kπp
combinations from data. The variables characterizing the
decay topology, viz. the decay length, DCA of daughter
tracks to the PV, and the DCA of the reconstructed Λc
candidate to the PV are used as input variables in the
training. The cut on BDT response is optimized for
maximum Λ�

c signal significance using the estimated
number of signal and background Λ�

c candidates in the
data. Figure 1 shows examples of invariant mass distribu-
tions with the BDT selection, of Kπp triplets with the right
and wrong sign (scaled by 1=3) combinations. The dis-
tributions in the 0%–20% most central collisions (top) and
the 10%–80% central collisions (bottom), the centrality
range used for pT-dependent measurement, are shown. The
right-sign distributions are fit to a Gaussian for the signal
plus a second-order polynomial for the background, with
the shape of the polynomial function fixed from fitting to
the wrong-sign distribution. The raw signal yields are
obtained as the counts of the right-sign triplets within a
mass window of three standard deviations of the Gaussian
fit with background counts, evaluated using the polynomial
component of the fit in the same mass window, subtracted.
The Λ�

c reconstruction efficiency is evaluated using a
hybrid method, similarly to the D0 spectra measurement
with the STAR HFT [20]. The TPC tracking efficiency is
obtained using the standard embedding technique used in
many other STAR analyses [30]. The PID efficiencies are
evaluated using pure π, K, and p samples from the data.
The HFT tracking and the BDT selection efficiency are
calculated using a data-driven simulation framework with
the input distributions taken from the real data. The input
distributions include the TPC-to-HFT matching efficiency
(the fraction of good TPC tracks matched to hits in HFT)
and the DCA distributions of tracks with respect to the
reconstructed collision vertex. Protons reconstructed in the
real data have a sizable secondary contribution from other
hyperon decays, which impacts the TPC-to-HFT matching
ratio and DCA distributions. A correction factor to the
efficiency calculated using the data-driven simulation is
evaluated using Auþ Au events from HIJING [31] propa-
gated through the STAR GEANT detector geometry [32] and
digital signals embedded into those from zero-bias data
(denoted HIJINGþ ZB). Zero-bias data consist of events
taken with no collision requirement and capture the back-
ground conditions in the detectors during the run. The pT
distributions of protons and hyperons from HIJING are
reweighted to match the data [5,30]. The events are then
reconstructed with the same algorithm as the real data. The
correction is calculated as a ratio of the efficiency from the
data-driven simulation, using the input distributions for

FIG. 1. The pKπ invariant mass distributions for right-sign
(solid red points) and wrong-sign (shaded histograms) combi-
nations in Auþ Au collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV for 0%–20%

(top) and 10%–80% (bottom) centrality classes. The wrong-sign
distributions are scaled by 1=3, the ratio of the number of right-
sign to wrong-sign combinations for the pKπ triplet. The error
bars shown are statistical uncertainties. The solid line depicts a fit
with a Gaussian function, for a Λ�

c signal, and a second-order
polynomial function, the shape of which is fixed by fit to the
wrong-sign distribution (dashed line), for the background.
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inclusive tracks from the reconstructed HIJINGþ ZB data,
to the one using inputs from primary tracks from the same
data. The correction factor is found to be about 30% with
very weak pT and centrality dependences. The impact of
the finite primary vertex resolution on the reconstruction
efficiency obtained by this method is also evaluated using
the HIJINGþ ZB events with procedures similar to those
described in Ref. [20]. It is found to be within 10% for the
50%–80% centrality class and negligible for more central
events. The yields are finally corrected for the Λ�

c → Kπp
branching ratio (BR) of 6.28� 0.32% [33].
The systematic uncertainties to the measurement include

the uncertainties in raw yield extraction and various
efficiency correction factors. The former is evaluated by
varying the background estimation method (varying the fit
range and choice of background function and leaving the
background shape unconstrained) and is between 6% and
14% in the measured pT region. The contribution to the
yield under the mass peak from incorrectly assigned PID
for daughter tracks is less than 1%. The TPC efficiency
uncertainty is evaluated to be ∼15%, and PID efficiency

uncertainties to be ∼6%, for three daughter tracks com-
bined. The uncertainty in the HFT tracking and topological
cut efficiency is estimated by changing the BDT response
cuts so that the reconstruction efficiency varies by 50%
above and below relative to the nominal one. The resulting
nonstatistical variations to final results are included in the
systematic uncertainties and range from 10% to 15%. For
the correction factor due to secondary protons, the uncer-
tainties from the measured proton and Λ spectra [5,30], as
well as those on other hadrons that decay to protons, are
propagated. This uncertainty is estimated to be about 4%.
We also include a 10% uncertainty from a closure test for
the data-driven simulation method, evaluated by comparing
the efficiencies calculated using a data-driven simulation
with input distributions from reconstructed HIJINGþ ZB
events, to the efficiencies evaluated directly from the
reconstructed HIJINGþ ZB events. The feed-down con-
tribution from bottom hadrons to the measurements is
found to be small and less than 4% in the measured pT
range. Finally, the uncertainty in the decay BR from the
latest PDG [33] value is added as a global normalization
uncertainty in the Λ�

c yield.
The Λ�

c invariant yields in the 10%–80% centrality class
for the different pT bins are shown in Table I, along with the
statistical and systematic uncertainties. The 10%–80%
centrality class is chosen for pT-dependent measurement,
as it had the best Λc signal significance in the measured
regions. The ratio of the invariant yield of Λ�

c to that of D0

is shown as a function of pT in Fig. 2 for the 10%–80%
centrality class. The correlated systematic uncertainties
from efficiency correction that go into both Λ�

c and D0

measurements cancel. Figure 2(a) compares the Λc=D0

ratio to the baryon-to-meson ratios from light and strange-
flavor hadrons [5,30]. The Λc=D0 ratio is comparable in
magnitude to the Λ=K0

s and p=π ratios and shows a similar
pT dependence in the measured region.
The measured values are compared to different model

calculations in Fig. 2(b). The values show a significant
enhancement compared to the calculations from the latest
PYTHIA 8.24 release (Monash tune [34]) without CR [4]. The
implementation with CR (mode2 in Ref. [4]) enhances the
baryon production with respect to mesons and gives a
Λc=D0 yield ratio consistent with those measured in pþ p
and pþ Pb collisions at the LHC [14,15]. However, both
calculations fail to fully describe the Auþ Au data and
their pT dependence. The mode without CR is ruled out at a
p value of 1 × 10−4 (χ2=NDF ¼ 20.7=3), while the CR
mode gives a p value of 0.04 (χ2=NDF ¼ 8.2=3) using a
reduced χ2 test.
Figure 2(b) shows the comparison to calculations from

various models that include coalescence hadronization of
charm quarks (labeled Ko et al. with three quarks and
diquarks [16], Ko et al. with flow [35], Catania [36],
Tsinghua [37], Rapp et al. [38], and Cao et al. [39]). The
models differ among themselves in the choice of hadron

FIG. 2. The measured Λc=D0 ratio at midrapidity (jyj < 1) as a
function of pT for Auþ Au collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV in

10%–80% centrality, compared to the baryon-to-meson ratios for
light and strange hadrons (top) and various model calculations
(bottom). The vertical lines and shaded boxes on the Λc=D0 data
points indicate statistical and systematic uncertainties, respec-
tively. The pT integrated Λc=D0 ratio from the THERMUS [10]
model calculation with a freeze-out temperature of Tch ¼
160 MeV is shown as a horizontal bar on the left axis of the plot.
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wave functions, light- and charm-quark spectra in the QGP,
and also treatment of space-time correlations during coa-
lescence and excited states that decay into Λc and D0 that
are considered. Most of the models are able to give
enhanced Λc=D0 yield ratios and describe the measured
pT dependence of the ratio. A reduced χ2 test is carried out,
taking into account the finite pT bin width in the meas-
urement. The Catania model calculations of the Λc=D0

ratio from hadrons formed only through coalescence
hadronization overpredict the measurement at all pT
(reduced χ2 ¼ 26.1). The calculations from Ko et al. with
flow give a reduced χ2 value of 4.8, mainly from the
overprediction of the ratio in the highest two pT bins. The
other coalescence model calculations are consistent with
the data within uncertainties over the measured pT range. It
should be noted that the calculations from Rapp et al. and
Ko et al. have different centrality ranges than in the
measurement, which may impact the χ2 values quoted.
In the models discussed above, charm-quark radial flow is
implicitly included mainly through the charm-quark dif-
fusion in the medium. However, it was found that a purely
radial flow effect without coalescence hadronization,
evaluated using a blast-wave model with freeze-out param-
eters from D0 measurement [20], causes the Λc=D0 ratio to
rise strongly with increasing pT in the measured pT region.
This is similar to the behavior observed for light hadrons
[6] and opposite to the trend measured in the data. The
comparisons favor coalescence hadronization as having an
important role in charm-quark hadronization in the pres-
ence of QGP. The data offer constraints to the model
parameters and to the coalescence probabilities of charm
quarks in the medium.
The pT-integrated Λc=D0 ratio is calculated to be

0.80� 0.12 ðstatÞ � 0.22 ðsys; dataÞ � 0.41 ðsys;modelÞ.
The coalescence model curves shown in Fig. 2(b) were
used to extrapolate to pT ¼ 0 GeV=c, with the mean of the
extrapolated values from different models taken as the
central value and the maximum difference between them
included in the systematic uncertainty. The ratio is con-
sistent, including extrapolation uncertainties, with the value
(0.35) from the thermal model calculation using THERMUS

[10] with a freeze-out temperature Tch ¼ 160 MeV. This
suggests Λ�

c contribute sizably to the total charm yield in
heavy-ion collisions.

The centrality dependence of the Λc=D0 ratio, plotted as
a function of the number of participant nucleons Npart, for
3 < pT < 6 GeV=c is shown in Fig. 3. The measurements
correspond to the centrality ranges 50%–80%, 20%–50%,
and 0%–20%. The Λc=D0 ratio shows an increase toward
more central collisions. The increasing trend is qualitatively
similar to that seen for the baryon-to-meson ratio for light
and strange-flavor hadrons and to that predicted by coa-
lescence model calculations. The measured Λc=D0 ratio in
0%–20% central collisions of 1.08� 0.16 ðstatÞ �
0.26 ðsysÞ is larger than the values from PYTHIA 8.2

without CR (at 3.1σ significance) and with CR (at 2.1σ
significance).
In summary, STAR reports on the first measurement of

Λ�
c baryon production in Auþ Au collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼

200 GeV utilizing its high-resolution silicon detector. The
measured Λc=D0 yield ratio at midrapidity (jyj < 1) is
found to be comparable to the baryon-to-meson ratios for
light and strange-flavor hadrons in the same kinematic
regions. The large Λc=D0 ratio also suggests that charmed
baryons contribute significantly to the total charm cross
section at midrapidity in heavy-ion collisions at RHIC. The
Λc=D0 ratio in Auþ Au collisions is considerably larger
than the PYTHIA expectation at the same energy. Several
model calculations that include coalescence hadronization
for charm hadron formation can reproduce the features of
our data. Our data are expected to offer significant con-
straints toward the understanding of QCD hadronization in

TABLE I. The Λ�
c invariant yields measured in the 10%–80%

centrality class for the different pT bins, in Auþ Au collisions at
ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV.

pT ðGeV=cÞ 1=ð2πpTNevtÞd2N=dpTdy ðGeV=cÞ−2
2.5–3.5 8.2 × 10−4 � 1.4 × 10−4 ðstatÞ � 2.4 × 10−4 ðsysÞ
3.5–5.0 6.0 × 10−5 � 7.7 × 10−6 ðstatÞ � 1.5 × 10−5 ðsysÞ
5.0–8.0 2.1 × 10−6 � 3.8 × 10−7 ðstatÞ � 5.5 × 10−7 ðsysÞ

FIG. 3. The measured Λc=D0 yield ratio in 3 < pT < 6 GeV=c
(solid circles) as a function of collision centrality (expressed in
Npart) for Auþ Au collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV. The open

diamonds and squares show the baryon-to-meson ratio measured
for strange and light-flavor hadrons, respectively. The vertical
lines and the shaded boxes on the Λc=D0 data points indicate
statistical and systematic uncertainties, respectively. The dashed
curves indicate the Λc=D0 ratio calculated from a model with
charm-quark coalescence, and the up and down triangles indicate
the ratios from the PYTHIA model for pþ p collisions without
and with CR respectively, for the same pT region.
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the finite temperature region and to the charm-quark
transport and energy loss in the QGP.
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