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We experimentally demonstrate confinement surface induced layering with a fluctuating layering front,
and investigate the heterogeneous 3D crystalline ordered structure, cooperative micromotion, and structural
rearrangement in the layered region of a quenched dusty plasma liquid. It is found that, after quenching the
liquid with 2 to 3 layers adjacent to its flat bottom boundary, the layering front invades upward and exhibits
turbulentlike fluctuations with power law decays in spatial and temporal power spectra. The layered region
can be viewed as a 2þ 1D system with vertically coupled horizontal 2D layers, in which particle translayer
motions are nearly fully suppressed. Each layer exhibits hexatic structure with a slow decay of long-range
triangular lattice order. The nearly parallel but with different horizontal shifts of intralayer lattice lines
of adjacent layers allows the heterogeneous fcc, bcc, and hcp structures with specific lattice orientations.
In each layer, particles exhibit thermally excited horizontal motions of alternative cage rattling and
cooperative hopping, which cause intralayer lattice line wiggling and triangular crystalline domain rupture
or healing, respectively. The different intralayer cooperative motion of adjacent layers is the key for
interlayer slip causing the structural rearrangement of 3D crystalline ordered domains.
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Microscopically, the structure and motion of liquids
without external driving are determined by three important
factors: stochastic thermal agitation, mutual interaction,
and topological constraint from the boundary. The latter
two generate spatiotemporal ordering which can be deterio-
rated by the former. For example, cooling the liquid closer
to the freezing point increases the ratio of mutual inter-
action to thermal agitation. It causes the emergence of
crystalline ordered domains (CODs) with various sizes and
lattice orientations, which can be rearranged through
avalanchelike cooperative particle hopping [1–11]. The
topological constraint of the flat boundary lines up particles
and suppresses transverse motion. It leads to the formation
of layered structure nearby the boundary up to the thickness
about the structural correlation length of the bulk liquid
[12–22]. It is also the main cause for the dynamical slowing
down of the liquid in the mesoscopic gap about a few
interparticle distance in width [15–22].
The recent studies on the supercooled metallic glass [23],

crystallizing colloids [24–26], and quenched dusty plasmas
[27] also demonstrated that further cooling the 3D liquid
below the freezing point can extend the number of layers
adjacent to the boundary or throughout the entire system.
CODs with different 3D structures, such as bcc, fcc, and
hcp with specific lattice orientations normal to the flat
boundary, were also identified in the layered region of
quenched colloidal systems [24–26] and 3D dusty plasma

crystals [27] with flat boundaries. Nevertheless, the intra-
layer structure and micromotion, and their correlation with
the associated structural rearrangement (SR) of 3D COD
structures, in the layered region of the quenched 3D liquid
remain elusive.
For the quenched 3D cold liquid under confinement, the

layered region nearby the flat boundary can be viewed as a
2þ 1D system composed of a stack of coupled 2D layers,
in which vertical (interlayer) particle motion is strongly
suppressed by the confinement effect. Recent experimental
and numerical studies on Yukawa liquids without confine-
ment effect demonstrated that the 2D cold liquid around
freezing can be viewed as a patchwork of CODs with
triangular lattice structure and different lattice orientations,
which can be rearranged through rupture, corotation, or
healing of CODs by thermally induced cooperative
hopping [2,9,10].
Nevertheless, compared to the 2D cold system, the

thermally excited intralayer cooperative motion is further
complicated by the interlayer coupling under various
local 3D microstructures in the above 2þ 1D system.
The relative intralayer motions between adjacent layers
further provide feedback to determine local 3D structures
and their evolution. Moreover, the interface between the
layered and the unlayered regions might not be flat, under
the competition of thermal agitation and local particle
interaction with various microstructures.

PHYSICAL REVIEW LETTERS 124, 165001 (2020)

0031-9007=20=124(16)=165001(6) 165001-1 © 2020 American Physical Society

https://orcid.org/0000-0001-8026-2358
https://orcid.org/0000-0003-2428-1110
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.124.165001&domain=pdf&date_stamp=2020-04-22
https://doi.org/10.1103/PhysRevLett.124.165001
https://doi.org/10.1103/PhysRevLett.124.165001
https://doi.org/10.1103/PhysRevLett.124.165001
https://doi.org/10.1103/PhysRevLett.124.165001


Therefore, it is intriguing to unravel the following
unexplored important issues: (i) How does the layering
front evolve spatiotemporally? (ii) What is the basic
intralayer 2D structure in the layered region and how does
the local relative intralayer structures of adjacent layers
affect the local 3D COD structures? (iii) What are the basic
thermally excited intra- and interlayer cooperative motions,
and how do they affect 3D COD SR? In this work, the
above issues are experimentally investigated through direct
visualization at the kinetic level, using the quenched 3D
dusty plasma liquid suspended above a flat sheath boun-
dary as a platform.
The dusty plasma liquid can be formed by micrometer

sized dust particles suspended in the low pressure rf
discharge, through the screened Coulomb interaction
due to the large negative charges (∼103 e=dust) on dust
particles. It is a good platform to understand the generic
behaviors of the Yukawa liquid at the microscopic level
through direct optical tracking of individual dust particles.
The past studies on the microstructure and -motion of dusty
plasma liquids have been mainly focused on the 2D liquids
[2,9,10,19,21,28–37], and the crystallization after quench-
ing the 3D liquids [27,38–41].
The experiment is conducted in a cylindrical symmetric

rf dusty plasma system similar to what is described else-
where [9]. A rectangular trap 32 mm in length and 24 mm
in width, in which the dusty plasma liquid formed by SiO2

particles (1.93 μm in diameter) is confined by the sheath
field adjacent to the trap wall [42]. The mean interparticle
distance a in the horizontal plane is about 0.16 mm.
The weakly ionized glow discharge (ne ∼ 109 cm−3) is

generated in 250 mTorr Ar gas using a 14-MHz rf power
system. The estimated Debye length and dust charges
are on the order of 102 μm and 103 e=dust, respectively.
The sudden change of rf power from 1 to 3 watts in 1 ms
quenches the liquid and induces layering formation starting
from about two layers nearby the flat bottom surface of
the dust cluster suspended above the bottom sheath.
The waiting time tw ¼ 0 s is set at the quenching time.
Similarly to the previous experiment [28,42,43], a thin
horizontal laser sheet 0.2 mm in thickness can be vertically
scanned to obtain the top view images of three adjacent
horizontal layers each with 15 Hz frame rate. Illuminated
by another fixed thin vertical laser sheet, horizontally
through the dust cluster center, the side view image can
also be obtained. Particle positions can be digitally tracked
from the CCD (charge coupled device) images.
Figure 1(a) shows the sequential snapshots of the side

view images at three typical tws, with 0.2 s exposure time
and 4 a half-width of the illuminating vertical laser sheet.
Figure 1(b) shows the temporal evolution of zf, the layering
front height from the bottom first layer. Figure 1(c) shows
the temporal evolution of the spatially averaged front height
hzfix. Initially, layering with a fluctuating front [blue lines
in Fig. 1(a)] only occurs in the bottom few layers. hzfix
grows exponentially (with exponent¼ 0.02 s−1) in the first
75 s, and then fluctuates around a saturated level after 80 s.
Figure 1(d) shows the typical power spectra Sk and Sf of
the spatial and temporal evolutions of zf after saturation,
respectively. Their scale free power law decays manifest
that the spatiotemporal fluctuations of the layering front
follow similar dynamical laws over a broad range of

FIG. 1. (a) Sequential snapshots of the side view images at three typical tws, illuminated by a vertical laser sheet with 4 a half width.
The blue lines indicate the layering fronts. (b) Fluctuating layering front height, zf at several different tw, showing the spatiotemporal
evolution of the layering front. (c) Temporal evolution of the spatially averaged front height hzfix. (d) Power spectra Sk and Sf of the
spatial and temporal evolutions of zf for tw > 80 s. The numbers by the gray lines are the corresponding scaling exponents.
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spatiotemporal scales (see Fig. S2 of the Supplemental
Material for more details [42,44,45]).
Now, let us focus on the microstructure in the layered

region after saturation, using that in three sequential layers
A to C with descending height [see Fig. 1(a)] as an
example. The left column of Fig. 2(a) shows the sequential
top view snapshots of the microstructure of layer B, color
coded by jΨ6j, where triangles and squares represent
fivefold and sevenfold disclination defects, respectively.
Ψ6 is the intralayer local bond orientational order [47,48].
In each layer, the structure shows long-range triangular
lattice orientation order with a small fraction of dislocation
defects, which causes the weak power law decay of g6ðrÞ,
the radial intralayer pair correlation function of Ψ6 in
Fig. 2(b). Locally, the intralayer structure can be
rearranged, as supported by the changes of defect positions
and the red patterns at different times in the left column of
Fig. 2(a) and the decay of g6ðτÞ (the temporal correlation
function of Ψ6) with decay time about 10 s in Fig. 2(b).
The right column of Fig. 2(a) further shows the top view

particle configurations at three different tws, color coded
by their local 3D microstructure (green, yellow, and red
represent fcc, hcp, and bcc structures, respectively), in
which particles of layers A, B, and C are sitting at the

vertices of the brown, gray, and blue grids, respectively.
The method to determine 3D microstructure can be found
in Supplemental Material [42]. The three adjacent layers
have very similar averaged orientations of the intralayer
triangular lattice and decay rates of g6ðτÞ and g6ðrÞ shown
in Fig. 2(b). Note that the purple line in the left panel of
Fig. 2(b) shows the g6ðτÞ of hΨ6i (averaged over all the
sites of the three layers). It reflects that spatially averaged
intralayer triangular lattice orientation and structural order-
ing can be sustained over a long time, regardless of the local
intralayer SR with local relaxation time about 10 s.
Three-dimensionally, bcc, fcc, and hcp are the three

dominant structures for the CODs typically about a few a in
size, which can be rearranged with increasing time. The
cartoons in Fig. 2(c) showing the top views and 3D view
(with the blue-gray surface corresponding to the center
layer B) of the particle positions for the above three
structures, clearly explain why bcc, hcp, and fcc structures
with specific lattice orientations [110], [001], and [111]
along z axis, respectively, can only be allowed. Their
particles in each layer all show triangular latticelike
packing, but with different relative horizontal shifts of
intralayer (2D) lattice lines of adjacent layers. Namely,
only those 3D structures with specific orientations can

FIG. 2. (a) Left column: sequential snapshots of the microstructure of layer B, color coded by jΨ6j, where triangles and squares
represent fivefold and sevenfold disclination defects, respectively. Right column: particle configurations at three different tws, color
coded by their local 3D microstructure (green, yellow, and red represent fcc, hcp, and bcc structures, respectively), in which particles of
layers A, B, and C are sitting at the vertices of the brown, gray, and blue grids, respectively. (b) Spatial and temporal pair correlation
functions g6ðrÞ and g6ðτÞ of Ψ6 in each of the three adjacent layers. Note that the purple line in the left panel is the g6ðτÞ of hΨ6i (the
spatially averagedΨ6 over all the sites of layers A, B, and C). (c) Cartoons showing the top view and 3D view (with the blue-gray surface
corresponding to the middle layer) of the particle positions for the bcc, hcp, and fcc structures with specific lattice orientations, [110],
[001], and [111] along the z axis, respectively. The brown, gray, and blue dots represent particles in layers A, B, and C, respectively.
In bcc and hcp structures, brown and blue particles overlap in top view plots. The displacement of particles in layer B indicated by the
vectors in the hcp structure can cause the change to bcc structure. (d) Enlarged plots of three layer particle configurations from the
rectangular regions in (a), at 80, 81, and 90 s. The slight interlayer slip causes the changes among bcc, fcc, and hcp structures.
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accommodate the similar intralayer structures with very
similar long range triangular lattice orientations for adja-
cent layers. As illustrated by Fig. 2(c), the slight sliding of
the center layer B along the arrow direction of the middle
panel causes the change from hcp to bcc structures. The
sequential enlarged plots [Fig. 2(d)] from the rectangular
region of Fig. 2(a), further manifest the slight interlayer slip
leads to local 3D structural evolution.
After reaching the steady state, particle motions of

layered regions are not frozen but constrained in layers
(the ratio of the probability of interlayer hopping to that of
intralayer hopping is less than 1%) [42]. What are the
generic behaviors of intralayer cooperative particle motions
leading to interlayer slip and the above 3D SR? Using the
plotting method of Refs. [10,29], Fig. 3(a) shows the
intralayer particle trajectories color coded by displacements
(top row) over 10 s starting from two typical different times,
and the corresponding color coded plots of bond angle
variation δθ of adjacent intralayer particle pairs (bottom
row), over 10 s interval, for layers A and B. The background
grid indicates initial particle configurations for each layer.
Obviously, particles exhibit heterogeneous intralayer co-
operative motions (ICMs), which can be roughly classified
into small amplitude cage rattling (black trajectories) and
large amplitude cooperative hopping (red trajectories in
the form of drifting or rotating patches) alternatively
occurring at different places. The former causes the
horizontal wiggling of intralayer lattice lines in regions
with alternating light green and yellow strips indicating
small jδθj in the lower row of Fig. 3(a). The strong relative
intralayer domain drift or rotation [e.g., the circled regions
in Fig. 3(a)] induces strong shear strips with large jδθj

indicated by the dark green (brown) strips along the
boundaries of yellow (green) domains.
The intralayer motions for the two adjacent layers in

Fig. 3(a) evidence that particles in different layers exhibit
different ICMs. For example, the strong shear strips occur
at different locations (also see Fig. S3 of Ref. [42] with a
larger view). Figure 3(b) shows the two sequential plots of
particle configurations of the rectangular region in Fig. 3(a)
for layer A (dark gray grid) and layer B (light gray grid).
The bond breaking and reconnection along the strong shear
strip can be demonstrated by the strong kinks of lattice lines
A1 and A2 (B3 and B4) in layer A (B). However, the small
amplitude ICM in the same region of layer B (A) only
causes undulation of neighboring lattice lines B1 and B2
(A3 and A4) without bond break or reconnection.
Namely, the strong ICM causes intralayer slipping

through bond breaking and reconnection along the shear
strip. The difference of ICMs of adjacent layers is the key
inducing interlayer slip, which in turn causes local SR
among bcc, fcc, and hcp structures as demonstrated in
Fig. 2(c). Note that, comparing with the previous finding in
the 2D cold dusty plasma liquid in which shear strips form a
fractal structure [10,29], our shear strips have much lower
number density and cannot propagate over long distance.
The strong interlayer coupling dissipates thermally induced
hopping energy and terminates strong shear strips propa-
gation. It is also the cause for locking the long-range
triangular lattice orientations over different layers and
longtime even after many SRs.
Note that in the dusty plasma, the downward ion flow

focusing behind each suspended particle could make the
particle interaction anisotropic and prevent the formation of

FIG. 3. (a) Top row: intralayer particle trajectories, color coded by displacements over 10 s of layers A and B starting from tw ¼ 80 and
90 s from the same region as Fig. 2(a). Bottom row: color coded plots of δθ, the variation of the bond angle of an adjacent particle pair.
The background grids indicate initial particle configurations at each tw. (b) Two sequential plots of overlapped particle configurations in
the rectangular region in (a) for layer A (dark gray grid) and layer B (light gray grid) more clearly showing the change of relative particle
positions of the two layers, especially illustrated by the examples of the variations of the colored lattice lines labeled by A1 to A4 and B1
to B4 in layers A and B, respectively. The different ICMs in different regions of layers A and B shown in (a) are the key causing intra- and
interlayer slips and 3D SRs.
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fcc, bcc, and hcp 3D structures [27,42,46]. However, this
effect decreases with decreasing particle diameter [27].
Without addressing dynamics as our work, layering from
the system boundary with similar 2D intralayer and 3D
structures to ours was also reported in the previous
investigations on the dusty plasma system, even using
larger dust particles 3.3 micrometer in diameter [27], and in
the confined colloidal systems with isotropic Yukawa type
interaction between two flat hard walls but without ion flow
and gravity [26]. They demonstrate that ion flow effect is
negligible on extending our findings to general confined
Yukawa systems [42].
In conclusion, we have demonstrated the formation of

surface induced layering with a fluctuating layering-liquid
interface, and constructed a clear microscopic dynamical
picture for the cooperative intralayer motion and induced
structural rearrangement of the heterogeneous 3D structures,
in a quenched 3D dusty plasma liquid suspended above a flat
sheath boundary. It is found that, after quenching from a
liquid with 2 to 3 layers adjacent to the bottom flat boundary,
the layering front exponentially invades upward, and exhib-
its turbulentlike spatiotemporal fluctuations with power
spectra following scale-free power law decays after reaching
the steady state. The layered region can be viewed as a
2þ 1D system, with vertically coupled layers exhibiting
hexatic intralayer structure composed of a small fraction of
dislocations immersed in the triangular lattice background
with long-range orientational order. The similar orientations
but with different horizontal shifts of the intralayer lattice
lines of adjacent layers allow the formation of 3D fcc, bcc,
and hcp structures, only with [111], [110], and [001] lattice
orientations normal to layers, respectively. The stick-slip
ICMs are different for adjacent layers. It is the key for
interlayer slip and leading to heterogeneous 3D structures
and structural rearrangements. The averaged long-range
intralayer lattice orientations can still be sustained over a
long time due to the interlayer coupling.
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