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Entangled pairs of microwave photons are commonly produced in the narrow frequency band of a
resonator, which represents a modified vacuum density of states. We generate and investigate the
entanglement of a stream of photon pairs, generated in a semi-infinite broadband transmission line,
terminated by a superconducting quantum interference device (SQUID). A weak pump signal modulates
the SQUID inductance, resulting in a single time-varying boundary condition, and we detect all four
quadratures of the microwave radiation emitted at two different frequencies separated by 0.7 GHz. Power
calibration is done in situ, and we find positive logarithmic negativity and two-mode squeezing below the
vacuum in the observed radiation, indicating entanglement.
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A time-varying boundary condition for the electromag-
netic field can generate entangled photon pairs from the
quantum vacuum. This fundamental property is called the
dynamical Casimir effect (DCE) [1]. At low temperatures,
the resulting output radiation due to the DCE exhibits two-
mode squeezing [2], which means that a portion of the
noise is shared between two modes. Whenever the ratio of
the shared noise to the nonshared noise in two detected
modes is larger than a certain threshold [3], the two modes
are quantum entangled. Quantum backaction, e.g., due to a
projective measurement of one mode, then affects both
modes.
Sources of entangled optical photons have been used in

secure quantum key distribution [4], quantum repeaters [5],
and quantum sensing applications [6]. At microwave
frequencies, two-mode entanglement was proposed for
entangling qubits [7], for continuous-variable quantum
computing [8] and quantum enhanced detection at ambient
conditions [9,10]. Sources of microwave entanglement
such as parametric amplifiers [11–13] and modulated
nonlinear media [14] are comprised of a time-varying
boundary condition or light velocity within a cavity; this
arrangement enhances the radiation within the relatively
narrow bandwidth of the cavity but suppresses it outside of
this band. In contrast, broadband entanglement sources are
not as common [15] but are useful for two reasons: (i) they
can be very bright and generate a large number of entangled
photons and (ii) their wide frequency content allows for the

shaping of the emitted radiation in time. Good temporal
control over the photon generation process is required in
order to shape photon packages [16,17]. Protocols that
reach unity efficiency in transmitting and absorbing pho-
tons rely on such temporal shaping [18–21].
Broadband two-mode squeezing of microwave radiation

was demonstrated by means of the DCE in a transmission
line [2]. However, to demonstrate entanglement, these
correlations should be compared with the correlations
within each mode, where the amplifier noise needs to be
subtracted. In the previous setup, imprecision in the
determination of the output photon flux and a nonlinearity
due to strong pumping precluded the unequivocal demon-
stration of entanglement between photons. Since then, clear
quantitative bounds for entanglement have been derived
[22], taking thermal photons into account.
In this Letter we demonstrate broadband entanglement of

microwave photon pairs generated by the DCE in a
superconducting circuit. The circuit consists of a semi-
infinite transmission line, terminated by two parallel
Josephson junctions connected to ground (a direct current
superconducting quantum interference device, dc SQUID);
see Fig. 1. This SQUID’s Josephson inductance represents
a variable boundary condition that mimics a “movable
mirror” for the electromagnetic field [23]. We rapidly
modulate this boundary condition, at a microwave fre-
quency (fp ¼ 8.9 GHz), by means of pumping the mag-
netic flux threading the SQUID loop, thereby producing
DCE radiation.
We detect the in-phase and quadrature voltages of the

output field of the transmission line at different pump
amplitudes, i.e., at different displacement speeds of the
electromagnetic boundary condition. We then compute the
covariance matrix of the voltage fluctuations at two differ-
ent frequencies fþ and f− (where fþ þ f− ¼ fp and
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fþ − f− ¼ 0.7 GHz), and further determine the log-
negativity and calculate the amount of two-mode squeezing
below the vacuum level. This quantification of entangle-
ment relies on our careful calibration of the system gain
and noise level and the flux-pump amplitude [24].
Measurements were done in a dilution refrigerator at a
temperature of 10 mK. The device under test consists of an
aluminum dc SQUID with a loop area of 6 × 8 μm2,
directly connected to a 0.6 mm long on-chip superconduct-
ing niobium transmission line. The ground plane and flux-
pump antenna are also made in the same niobium layer. A
semiconductor HEMT (high electron mobility transistor)
amplifier with 39 dB gain amplifies the signals in the range
of 4–8 GHz. After additional amplification and filtering,
two digitizers detect the heterodyne down-converted sig-
nals at two frequencies, yielding the quadrature voltages I
and Q at frequencies fþ ¼ 4.8 GHz and f− ¼ 4.1 GHz.
The digitizer bandwidth is set to 100 kHz and each data
point presented is averaged for 100 seconds resulting in ten
million voltage values for the I and Q quadratures each.
A probe signal can be launched via the circulator and is

used to characterize the change in phase and magnitude of
the reflected signal. Furthermore, four low-pass-filtered
wires are connected across the SQUID to enable the dc
characterization. The low-pass filtering in these lines
consists of high resistance-capacitance and copper-powder
filters with a total cutoff frequency of 30 Hz. An external
magnetic coil is used to set the static flux (Φdc) of the
SQUID. We modulate the boundary condition by sending
an ac signal (Φac) to an on-chip flux pump line [Fig. 1(b)].
The flux-pumping frequency can be chosen arbitrarily.
We first characterize the device by sourcing a current and

measuring the voltage across the SQUID [Fig. 2(a)] and
find a critical current of Ic ¼ 3.4 μA and a superconducting
energy gap voltage of 360 μeV. From the forward (blue)
and backwards (red) current sweeps, we observe a hyste-
resis, indicating that the SQUID is underdamped, with βC ≈
½4Ic=ðπIrÞ�2 ≈ 104 [25,26], where Ir ≈ 45 nA is the super-
conducting retrapping current.
To obtain the necessary resolution in the measurement of

the voltage output from the transmission line, we use the
SQUID itself to calibrate the noise and gain of the amplifier
chain [Fig. 2(b)]. By applying a current through the
SQUID, shot noise is generated [27], which can be used
to calibrate the system [28,29]. At the same time, the
voltage drop across the SQUID is measured, determining
its resistance. The resistance of the SQUID for a voltage
above the gap, Vg ¼ ð2Δ=eÞ, is R ¼ 69.7 Ω [Fig. 2(a)].
The difference compared to the impedance of the trans-
mission line, Z0 ¼ 50 Ω, is taken into account using the
following equations:

Sp ¼ GBw
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where kB is Boltzmann’s constant, T is the device temper-
ature, Tn is the system noise temperature referred to the
device, and G and Bw are the gain and the detection
bandwidth, respectively. V2

s ¼ 2ejIjR2 · Z2
0=ðZ0 þ RÞ2,

V2
T ¼ 4kBT · Z2

0=ðZ0 þ RÞ and V2
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2
hf are spectral

densities, which relate to the shot noise, Johnson noise, and
zero-point fluctuations at frequency f, respectively. h is
Planck’s constant. Sp is the integrated shot noise power
spectral density measured within the bandwidth Bw.
In Fig. 2(b), we show the spectral density of the shot

noise and the corresponding fit as a function of dc current
through the SQUID, with a static magnetic flux of
Φdc ¼ −0.47Φ0, which is used throughout the paper.
Here Φ0 ¼ h=2e is the magnetic flux quantum. This fit
accurately determines the system noise temperature and
gain. The system noise corresponds to a temperature of
3.71� 0.04 K at 4.1 GHz and 2.95� 0.02 K at 4.8 GHz,
which matches the noise of the HEMT amplifier which is
2.3 K at 4.1 GHz and 2 K at 4.8 GHz, connected via two
circulators and filters. Since the HEMTamplifier dominates
the noise, we can determine the corresponding photon
losses between device and amplifier. Here we find a photon
loss of 10 logð2.2=3.7Þ ≈ −2.3 dB at 4.1 GHz and
10 logð2=2.95Þ ≈ −1.7 dB at 4.8 GHz.
To generate DCE photons, we apply a sinusoidal signal

to the flux line at fp ¼ f− þ fþ ¼ 8.9 GHz, while record-
ing the signal using two digitizers at f− ¼ 4.1 GHz and

(a) (b)

(c)

FIG. 1. False-color photograph and simplified circuit schematic
of the measured sample. (a),(b) The dc SQUID is made of
aluminum (grey) and connects a coplanar waveguide trans-
mission line to ground. The transmission line and the ground
plane are made of niobium (yellow) on top of a sapphire substrate
(blue). (b) On-chip magnetic flux line located next to the SQUID.
(c) Simplified circuit diagram showing cables carrying alternating
and direct currents to the device.
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fþ ¼ 4.8 GHz, i.e., placed symmetrically around fp=2
[Fig. 1(c)]. DCE photons are generated in pairs symmet-
rically around half the pump frequency. By using a photon
spectral density we can compare the photon rates. The
effective speed of “mirror” displacement is given by the
phase response [inset of Fig. 2(c)], the flux amplitude Φac,
and fp, thus veff ¼ fpΦac · δθ=δΦdc · ð2c=fpÞ, where
δθ=δΦdc is the phase change with magnetic field and
2c=fp is the wavelength at half the pump frequency. For
small amplitudes, the phase depends linearly on the flux,
such that the boundary condition can be mapped to a
sinusoidally moving mirror. With a flux pump amplitude
Φac exceeding 15 mΦ0, the change in phase becomes
larger, which results in a larger photon spectral density;
however, the motion also becomes nonlinear [24]. A power
calibration of the flux pump amplitude Φac is described in
the Supplemental Material [24].
We experimentally track changes in the output radiation

such as photons generated by the DCE. We do this by
switching the pump on and off and tracking the difference.
From the calibration [Figs. 2(a) and 2(b)], we obtained a
photon spectral density of 0.5� 0.0035 ðs HzÞ−1 corre-
sponding to the vacuum fluctuations, when the pump is
switched off, and the system noise is subtracted. The
background noise in the system is determined by sub-
tracting the amplifier noise and the zero-point fluctuations
from the total detected noise. Any remaining noise signal
are due to thermal photons. This is smaller than what we
could resolve, confirming a photon temperature of less than
40 mK. However, the uncertainty in the background noise
�0.0035 ðs HzÞ−1 is not small enough to resolve temper-
ature below 40 mK, which corresponds to nth ¼
1=fexp½hf=ðkBTÞ� − 1g ¼ 0.0031 at 4.8 GHz. As we
increase the flux pump amplitude, we measure an increase
in photon spectral density. Figure 2(c) shows the generated
photon spectral density versus flux pump amplitude.
As described in detail in [24] we model the sample as a

tunable boundary condition to the electromagnetic field in

the transmission line. For a sinusoidal modulation of the
boundary condition, the DCE photon rate has a parabolic
spectrum centered around fp=2. If the phase-flux depend-
ence is nonlinear, as is the case here, the boundary
condition is effectively modulated not only at the pump
frequency fp, but also at integer multiples, nfp. This
modifies the DCE photon rate: each harmonic will give rise
to a parabolic spectrum centered around nfp=2. By taylor
expanding the measured phase as a function of flux, we can
predict the photon rate contributions from each parabola.
This prediction, with no fitting parameters, is plotted in
Fig. 2(c) together with the measured data. We find that this
model describes the photon rate well.
We use two methods to probe and characterize entan-

glement between produced photon pairs: first, by calculat-
ing the log-negativity, and, second, by comparing the
quadrature noise to that of the vacuum. Both methods
are commonly used to probe entanglement and nonsepar-
ability [30,31].
As we generate photons using the DCE, shown in

Fig. 2(c), we record the voltage quadratures Iþ, Qþ, I−,
and Q− corresponding to the frequencies fþ and f−. From
the quadrature correlations, we can construct the covariance
matrix [inset in Fig. 3(a)]. The inset in Fig. 3(b) shows the
covariance matrix with subtracted contributions from the
zero-point fluctuations. Error values are estimated for all
elements of the covariance matrix as one standard
deviation. Once the covariance matrix is established, we
calculate the logarithmic negativity [22]:

N ¼ max ½0;−log2ð2ν−Þ�;
ν− ¼ ½ζ=2 − ðζ2 − 4 detVÞ1=2=2�1=2;
ζ ¼ detAþ detB − 2 detC;

V ¼ 1

2

�
A C

CT B

�
; ð2Þ

(b)(a) (c)

FIG. 2. SQUID characterization and circuit calibration. (a) Current-voltage characteristic of the SQUID (up-sweep blue, down-sweep
red). The high-bias resistance is 69.7Ω (dashed line). (b) Shot noise photon spectral density at 4.1 GHz versus applied current.
(c) Average photon spectral density generated as a function of flux-pump amplitude. A flux modulation of 20 mΦ0 at fp corresponds to
an equivalent mirror speed of 31% of the speed of light. The inset shows the magnitude jΓj (red) and the relative phase change θ (blue) of
the reflected probe signal at 4.1 GHz. A vertical dashed line at −0.47Φdc indicates the static flux position used and the effective flux
modulation range for 20 mΦ0 is also indicated. A model is used to fit the resulting photon rate taking the first three orders of the SQUID
nonlinearity into account. The effective photon number contributions for the individual modes are color coded and marked in the figure.
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where V is the 4 × 4 covariance matrix with the 2 × 2
submatrices A, B, and C. The logarithmic negativity
is positive for flux pump amplitudes below 18 mΦac
[Fig. 3(a)], and follows the results of the model. For Φac
larger than ∼10 mΦ0, the second parabola becomes sig-
nificant. Since photons from this parabola are not entangled
at the two measurement frequencies, the added photons
appears thermal, and the log-negativity will therefore start
to decrease. This is captured well by the model [24] shown
as a dashed line in Fig. 3(c). The logarithmic negativity is

lower than the theoretical ideal value [22]
(N ≈ 2

ffiffiffi
n

p ¼ 0.2). This is because the equation neglects
anything related to non-linearities, losses and noise.
Similarly to Ref. [32], we include measurement noises
and losses in the presented results. Photon losses in the
system and the nonlinearity [24] in the SQUID result in
lower cross-correlation values. Taking these effects into
account in the model, we obtain values close to the
measured results.
The right part of Fig. 3(c) shows four histograms of

measured I and Q quadratures, taken at a flux pump
amplitude Φac ¼ 13 mΦ0. The histograms show the differ-
ence between flux pump on and off. The top left I−Iþ
histogram and bottom rightQ−Qþ histogram show squeez-
ing along the dashed diagonals that are orthogonal to each
other: the radiation is amplified along the diagonal dashed
line and is squeezed orthogonally to it. The left part of
Fig. 3(c) shows the corresponding subset of the covariance
matrix.
From the quadrature correlations, we calculate the

combined quadrature fluctuations δIQþ ¼ hðIþ þ I−Þ2i þ
hðQþ −Q−Þ2i and δIQ− ¼ hðIþ − I−Þ2i þ hðQþ þQ−Þ2i
as a function of flux pump amplitude [Fig. 3(b)], where the
later fulfils the inseparability criterion for continuous
variable systems by Duan [3,33] for values below 1. We
observed −0.09� 0.02 dB squeezing below the vacuum in
δIQ−. We also observed an amplification of 0.25� 0.02 dB
in δIQþ at a flux pump strength of Φac ¼ 15 mΦ0. Again
this behaviour is captured by our model which is shown as
dashed lines in Fig. 3(b). For low flux pump powers in the
more linear regime, both methods indicate entanglement.
The two modes for which we find entanglement are part of
a larger spectrum of photons generate by the DCE; thus, we
conclude that the DCE does produce entanglement as
theoretically predicted.
To compare the entanglement generation, we calculate

the rate of entangled bits with the entropy of formation [34]
for a given logarithmic negativity of 0.03, which is EF ¼
ð1.6� 0.3Þ × 10−3 at the amplifier input [24]. This corre-
sponds to an entanglement rate of ∼5.2 Mebit/s, in turn
corresponding to a distribution rate of entangled Bell pairs
[35]. These numbers are substantially larger at the device.
There are two reasons for this: losses between the device
and the amplifier and the limited bandwidth of the
amplifier. Taking losses into account and a bandwidth
from 3.2 to 5.7 GHz (to exclude thermal photons), we
estimate EF ¼ 13 × 10−3 available at the device, corre-
sponding to an entanglement rate of ∼30 Mebit=s. This is
similar to [15] and high in comparison to cavity-based
entanglement sources [24].
To improve the entanglement rate of this device, the

following changes are suggested: a higher plasma fre-
quency of the SQUID would allow driving at higher
frequencies, thus increasing the output bandwidth and
photon production rate. This can be done by using a

(a)

(c)

(b)

FIG. 3. Two measures of entanglement (a),(b) as a function of
flux pump amplitude Φac and photon spectral density n. The
results of the model are plotted on top (dashed lines). (a) Log-
arithmic negativity N > 0 indicates entanglement. The inset
shows a covariance matrix, taken at a photon spectral density of
n ¼ 0.01 and flux pump amplitude of Φac ¼ 12.5 mΦ0. (b) com-
bined quadrature fluctuations in the I and Q quadratures. At low
amplitudes, we observe squeezing below the vacuum in both
quadratures (shaded grey) when δIQ− < 1, fulfilling the insepa-
rability criterion [3]. The inset shows the same covariance matrix
as the inset in (a), however, with the zero-point fluctuations at
zero driving subtracted. (c) The two insets show the off-diagonal
elements of the covariance matrix with the corresponding
quadrature histograms. Each histogram is calculated from the
difference between flux pump on and off.
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thinner oxide layer for the junctions. The quality of
generated DCE photons can be improved by placing a
bandpass filter with a feature size smaller than one tenth of
the output wavelength in front of the device. This would
tailer the vacuum modes outside the pass band in such a
way that nonlinear components are suppressed. We note
that it should also be possible to modulate the boundary
condition in a nonsinusodial way to cancel the higher order
parabolas. This should allow for more purely entangled
photons and a higher entanglement rate.
In conclusion, we demonstrated that photon pairs gen-

erated by the DCE without a cavity are entangled. To our
knowledge, entanglement of a single time-varying boun-
dary condition without the presence of a cavity has
previously not been observed.
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