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Vibronic spectra of molecules are typically described within the Franck-Condon model. Here, we show
that highly resolved vibronic spectra of large organic molecules on a single layer of MoS2 on Au(111) show
spatial variations in their intensities, which cannot be captured within this picture. We explain that
vibrationally mediated perturbations of the molecular wave functions need to be included into the Franck-
Condon model. Our simple model calculations reproduce the experimental spectra at arbitrary position of
the scanning tunneling microscope’s tip over the molecule in great detail.
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Vibronic excitations are resonant transitions from a
molecular ground state to an electronically and vibrationally
excited state. These excitations are typically described by the
Franck-Condon model. The essence of it are fast electronic
transitions treated in Born-Oppenheimer approximation,
such that the excitations occur without changes in the nuclear
coordinates or momentum. Vibronic excitations in single
molecules on surfaces can be detected as resonant sidebands
of positive or negative ion resonances in tunneling spectros-
copy [1–7] with apparent submolecular variations due to
distinct close-lying orbitals [8–10]. In contrast to these
resonant excitations, inelastic vibrational excitations far
below resonance [11–13] are described by a change in the
nuclear coordinates, which leads to a modified tunneling
matrix element and to the opening of a new tunneling path
[14–16]. Hence, off-resonant inelastic tunneling and reso-
nant vibronic transitions are treated in distinct and comple-
mentary models [17]. The combination of both models
would be akin to phonon-mediated electronic transitions
in crystal structures [18,19], where the activation of a phonon
mode enables otherwise forbidden electronic transitions, as
the initial and final state have different parallel momentum in
the electronic band structure [20–23]. Signatures of such
combined excitations in single molecules have not been
reported to date.
Recent tunneling experiments have revealed some lim-

itations of the Franck-Condon model. In cases where the
electronic energy level spacing was similar to vibrational
energies, it was found that avoided level crossings deter-
mine the resonant sidebands [24,25]. In other cases,
intensity variations of the resonant sidebands along an
organic molecule were interpreted in terms of coherent
vibrational modes with different symmetries [8] or with
vibration-assisted coupling of wave functions of different
symmetry in molecule and tip [26]. Selection rules
could not be derived, because the vibrational modes and

associated nuclear displacements of the molecule could not
be identified owing to an insufficient experimental energy
resolution probably limited by nonadiabatic relaxation
effects.
Here, we show that vibration-assisted tunneling and

Franck-Condon excitations are crucial for a complete
vibronic model. To benchmark our model we use vibronic
spectra of large organic molecules on a single layer of
MoS2 on Au(111). The van der Waals layer acts as an
efficient decoupling layer from the metal substrate and
provides exceptional energy resolution of a few millielec-
tronvolts [27–29]. This allows us to probe vibronic states
and their modulation of intensities with intramolecular
resolution. We show that the spatial intensity variations can
be simulated by adding vibration-assisted tunneling to the
Franck-Condon picture.
Scanning tunneling microscopy (STM) experiments

were performed at a temperature of 4.6 K in ultrahigh
vacuum. Monolayer islands of MoS2 were grown on a
clean Au(111) surface by depositing Mo in an H2S
atmosphere (5 × 10−5 mbar) and annealing to 800 K
[30,31]. 2,5-Bis(3-dodecylthiophen-2-yl)thieno[3,2-b]thio-
phene (BTTT) [phthalocyanine (H2Pc)] molecules were
evaporated at 365 K [680 K] onto the surface held at 200 K
[120 K]. Differential conductance (dI=dV) spectra and
maps were recorded using lock-in detection with 921 Hz
modulation frequency.
The deposition of BTTT molecules on MoS2 leads to

partially ordered structures with the molecules lying
parallel to each other [Fig. 1(a)] [37]. dI=dV spectra
recorded at the extremity of a BTTT (red curve) and on
the bare MoS2 (gray curve) are presented in Fig. 1(b). The
spectrum on MoS2 shows the well characterized semi-
conducting band gap (∼ − 1.4 V to þ0.5 V) [38], which is
essential for decoupling the molecules from the substrate
[27,29]. The spectrum on the BTTT molecule shows a
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positive ion resonance (PIR) inside this gap at ∼ − 1 V.
This resonance exhibits a rich satellite structure revealing
the vibronic properties of the molecule. The intensity of this
resonance is largest at the ends of the thiophene backbone
[dI=dV map in Fig. 1(c)]. At first sight this shape does not
agree with the delocalized nature of the highest occupied
molecular orbital (HOMO) [Fig. 1(d)]. However, we note
that the conductance signal in STM is proportional to the
square of the tunneling matrix elementMtm, which depends
on the overlap of the wave functionsΨt of the tip andΨm of
the molecule [39].
We simulate the position-dependent tunneling matrix

element along the BTTT molecule by assuming an s-type
wave function for the STM tip and the molecular wave
function derived from density functional theory (DFT)
(details in Supplemental Material [33]). The simulation for
the HOMO [Fig. 1(e)] is in good agreement with the
constant-height dI=dV map of the positive ion resonance
inside the gap [Fig. 1(c)].
We now focus on the study of the vibrational properties

of BTTT. Highly resolved spectra of the satellite structure
of the PIR recorded at the extremity (red) and in the center
(blue) of the thiophene backbone are shown in Fig. 2(c).
Both spectra are normalized to the highest-intensity peak of
the red spectrum, and a factor of 5 is additionally applied to
the blue one for clarity. Furthermore, they are shifted to the
same onset energy, i.e., to the elastic peak, to eliminate the
effect of the inhomogeneous tip potential over the molecule

[28] (see raw data in Supplemental Material [33]). We first
discuss the spectrum recorded at the extremity of the
molecule, corresponding to the position of the highest
tunneling probability into the HOMO-derived resonance
[see Fig. 1(c)]. As described in a previous work on BTTT,
the vibronic fingerprint at this site can be explained within
the Franck-Condon picture [27]. The excitation probability
of a vibrational mode k and its harmonics is given by the
overlap integral of the initial (ground state) and final state.
It depends on the relaxation energy ϵk when charging the
molecule, as sketched in Fig. 2(b). The relaxation energy of
each vibrational mode can be derived from gas-phase DFT
calculations of the neutral and the positively charged
molecular state (details in Supplemental Material [33]).
A simulated Franck-Condon spectrum AFCðeVÞ for the
BTTTmolecule is shown in the bottom panel of Fig. 2(c). It
is in remarkable agreement with the experimental spectrum
recorded at the extremity of the molecule (red). Note that a
scaling factor is required between the calculated vibronic
energy (bottom axis) and the bias voltage of experimental
dI=dV spectra (top axis), accounting for the voltage drop in
the MoS2 layer (∼10%).
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FIG. 1. (a) STM topography of BTTT on MoS2=Auð111Þ with
overlaid molecular model (I ¼ 20 pA, V ¼ 1 V). (b) dI=dV
spectra recorded over bare MoS2 (gray) and BTTT (red) (feed-
back opened at 150 pA, 2.2 V; Vmod ¼ 10 mV). (c) Constant-
height dI=dV map of the same area as (a) at V ¼ −0.975 V
(Vmod ¼ 10 mV). (d) DFT-calculated HOMO isodensity
(ΨHOMO) of BTTT, and (e) position-dependent calculation of
the tunneling matrix element jMtmðr⃗Þj2 between ΨHOMO and an
s-type wave function Ψt of the STM tip (tip-molecule distance
8.5 Å [32,33]).
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FIG. 2. (a) STM topography of BTTT on MoS2=Auð111Þ
(I ¼ 10 pA, V ¼ 0.9 V). (b) Sketch of vibrational excitation
mechanism of a molecule in an STM junction. (c) Top: dI=dV
spectra at the PIR of BTTT recorded at the same tip height on two
different positions of the same molecule [see corresponding dots
in (a)]. Spectra are normalized to the largest intensity of the red
spectrum. The blue spectrum is then enlarged by a factor of 5 and
shifted in energy to the same elastic peak (feedback opened at
250 pA, −1.2 V at extremity, Vmod ¼ 0.5 mV). Bottom: simu-
lated dI=dV vibronic spectrum considering the Franck-Condon
mechanism described in (b), energy broadening set to
FWHM ¼ 6 mV. The upper and lower axis differ by 10% to
account for the voltage drop in MoS2.
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Considering only the Franck-Condon principle, the
relative intensities of the vibronic resonances should be
constant along the molecule. This is in contrast to the
experimentally observed spatial variations of excitation
efficiencies along the molecule in Fig. 2(c). The spectrum
at the center of the BTTT molecule exhibits different
intensity ratios of the vibronic peaks from the spectrum
at the extremities. Most striking is a strongly enhanced peak
at ∼50 meV above the elastic peak (dashed line) [40]. We
will show that this additional peak can be explained by an
additional excitation mechanism.
Pavlicek et al. [26] have recently explained spatial

variations of vibronic excitations by the coupling of wave
functions of different symmetry in the tip and molecule.
However, the vibronic peaks were of several tens of
millielectronvolts width probably due to nonadiabatic
coupling to substrate phonons in the ionic NaCl substrate
[41]. The lack of energy resolution thus prevented the
identification of the involved vibrational modes.
Consequently, the determination of selection rules of this
excitation was not possible. To explain the spatial variation
of the vibronic signature across the BTTT molecule, we
propose the following mechanism. In addition to the
Franck-Condon picture [process 1 in Fig. 3(b)] we also
consider vibration-assisted tunneling [VAT; process 2 in
Fig. 3(b)] The latter is in analogy to the off-resonant
inelastic excitation, also referred to as inelastic electron
tunneling spectroscopy. As discussed before, the tunneling
probability into a molecular orbital (MO) is determined by
the overlap of the tip and MO electronic wave function.
This overlap is strongly reduced for an s-wave tip at the
center of the BTTT, due to the symmetry of the HOMO’s
nodal planes [see Figs. 1(c) and 1(e) and scheme in
Fig. 3(a)]. In VAT, this symmetry can be broken by a
vibrational mode of the molecule as shown in Fig. 3(a).
Here, an out-of-plane mode with an antisymmetric char-
acter relative to the HOMO’s nodal planes leads to an
increasing (decreasing) overlap between the tip and the
parts of the molecular wave function with a positive
(negative) sign, or vice versa. Such a change of the wave
function allows for a large (vibration-assisted) tunneling
matrix element [14,25] and effectively opens a new
tunneling channel at the threshold of the vibrational
excitation, i.e., at EV ¼ EH þ ℏωk, with EH being the
elastic excitation of the HOMO [see scheme in Figs. 3(a)
and 3(b)]. In contrast to off-resonant inelastic tunneling,
resonant VAT includes an electronic excitation according to
the Franck-Condon principle and an additional inelastic
transition within the excited state. This combination leads
to a replicas of the Franck-Condon spectrum at higher
energies [Fig. 3(b)].
To analyze which vibrations give rise to a large VAT

matrix element, we assume—in analogy to off-resonant
inelastic excitation—the tunneling probability of the newly
opened channel to depend on the overlap between the

s-wave tip and perturbed molecular wave function
δQkð∂Ψm=∂QkÞ [14,16]. In our calculation we approxi-
mate it by

δQk
∂Ψm

∂Qk
≈ δQk

ΔΨm

ΔQk
¼ Ψm;kþ − Ψm;k−

2
¼ ΔΨm;k

2
; ð1Þ

with Ψm;k� being the wave function for the vibrationally
excited molecule, displaced by �δQk as determined from
DFT calculations of the free molecule (details in
Supplemental Material [33]). Thus, we calculate the VAT
matrix element jMtΔk

ðr⃗Þj2 (see Eq. S6 in Supplemental
Material [33]) for the perturbed molecular wave function at
the center and extremity of the BTTT molecule for each
mode [Fig. 3(d) (diamonds)]. At the center of the molecule,
one vibrational mode at 43.1 meV yields a large change of
the tunneling matrix element. Considering the voltage drop
in the MoS2 layer (∼10%), this is in good agreement with
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FIG. 3. (a) Schematic representation of vibration-assisted
tunneling: when the tip is placed over the center of the molecule,
the overlap between the tip and molecule wave function is small
due to the nodal planes. Considering a vibrational distortion of
the molecule the overlap can be modified. If the overlap is
increased, the tunneling matrix element is increased and a new
inelastic channel is opened, as sketched in (b). (c) Experimental
spectra of Fig. 2(c) of the PIR at two different tip positions
(center: blue; extremity: red). (d) Diamonds (right axis): calcu-
lated change of the tunneling matrix element jMtΔk

ðr⃗Þj2 for all
vibrational modes k of BTTT, for a tip position similar to the
experimental spectra in (b) (see map and model with crosses in
inset, tip height 8.5 Å). jMtΔk

ðr⃗Þj2 are given in units ofMref being
the maximum value ofMtm, i.e., at the extremity of the molecule.
Line (left axis): simulated spectra for the same tip positions
including vibration-assisted tunneling using Eq. (2).
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the additional peak at ∼50 meV in the experimental dI=dV
spectrum (blue spectrum). This mode corresponds to an
out-of-plane mode, mainly localized on the thienothio-
phene unit (see Supplemental Material [33]). In contrast, at
the molecular extremity the change in tunneling matrix
element is negligible for all modes. Thus, spectra taken at
this position can be explained by considering only the
Franck-Condon principle.
In order to merge the two excitation mechanisms, we

consider that the VATadds another tunneling channel to the
excited molecule (in its PIR) of intensity jMtΔk

ðr⃗Þj2, which
then has to be convolved with the Franck-Condon spectrum
AFCðeVÞ. As a result, the Franck-Condon peaks are
replicated at energies shifted by ℏωk. A fingerprint of this
can be seen by the repetition of the pattern of themost intense
peaks indicated by red and blue dashed lines in Fig. 3(c).
Thus, the position-dependent vibronic intensities can be
calculated as (details in Supplemental Material [33]):

Atotalðr⃗; eVÞ ¼ jMtmðr⃗Þj2 · AFCðeVÞ
þ
X

k

jMtΔk
ðr⃗Þj2 · AFCðeV þ ℏωkÞ: ð2Þ

Note that the only free parameter for the simulation is the
tip-molecule distance (discussion in Supplemental Material
[33]). Figure 3(d) shows the simulated spectra for the tip
over the center (blue) and extremity (red) of the molecule
for a tip-molecule distance of 8.5 Å [32]. Both are now in
good agreement with the experimental spectra. Equivalent
simulations can be carried out at an arbitrary position over
the molecule [33].
To validate our full vibronic model, we now turn to a

second molecular system: phthalocyanine (H2Pc). This
molecule appears with a clover shape when scanned at
low bias voltages [Fig. 4(a)] and exhibits—as BTTT—a
sharp PIR in the semiconducting MoS2 gap [29] (see large-
scale spectra in Supplemental Material [33]), associated
with the removal of one electron from its HOMO. The
dI=dV map recorded at the energy of the PIR shows eight
lobes, two lobes next to each isoindole moiety [Fig. 4(d)
(i)]. As for BTTT, this map can be simulated [Fig. 4(e)(i)]
by considering the tunneling matrix element between an s-
wave tip and the DFT-calculated HOMO wave function of
H2Pc [Fig. 4(b)]. Highly resolved spectra of the PIR
recorded over one of this eight lobes show mainly one
sharp elastic peak [black spectrum in Fig. 4(c)]. At this
position, there is hardly any intensity in the vibronic
sidebands. This can be understood by a small relaxation
energy ϵrel ¼ 21.7 meV of H2Pc upon positive charging
(simulated Franck-Condon spectrum in Supplemental
Material [33]).
In contrast, spectra over the isoindoline moieties show a

pronounced set of peaks above the elastic peak [Fig. 4(c)].
The peaks can be classified into three groups (α, β, and γ)
according to their spatial distribution in the respective dI=dV

maps [see experimental maps in Figs. 4(d)(ii)–4(d)(iv)].
While all maps show the eight-lobe structure (with varying
intensity), the α resonances show additional intensity on the
macrocycle, the γ’s have very strongweight on the center and
β’s show some conductance on themacrocycle and the center
(all maps in Supplemental Material [33]).
To show that these position-dependent resonances result

from the above derived picture of a combination of VATand
Franck-Condon excitations, we calculate the VAT matrix
element of the vibrationally perturbed molecular wave
functions with an s-wave tip. We find a large number of
vibrational modes, which cause an increase of the VAT
matrix element [33]. The corresponding calculated dI=dV
spectra [according to Eq. (2), bottom panel of Fig. 4(c)]
are in excellent agreement with the experimental spectra.
We note that the elastic peak can be of much lower intensity
than the inelastic satellites. To prove that our model

Exp.

Elastic peak Peak γPeak βPeak α

(a) (c)

(d)

(e)

i) ii) iii) iv)

-200 -100 0

0.0

0.5

1.0

-200 -150 -100 -50 0
0.0

0.5

1.0

x5
Experiment

Simulation

Vibronic Energy (meV)

HOMO

α

β
γ

γ

N
or

m
al

iz
ed

dI
  /d

V

β
β

x7

Bias Voltage Difference (mV)

(b)

FIG. 4. (a) 2.4 × 2.4 nm2 STM topography of H2Pc on
MoS2=Auð111Þ (I ¼ 20 pA, V ¼ 0.5 V). (b) DFT-calculated
HOMO isodensity of H2Pc. (c) Top: dI=dV spectra recorded
at the same tip height at positions shown by dots in (a) (feedback
opened at 40 pA, −1.2 V on lobe of H2Pc, Vmod ¼ 2 mV).
Spectra are normalized to the elastic peak of the black spectrum.
Additionally, the red, blue, and green spectra are scaled by a
factor of 5 for clarity. All spectra are shifted to the same energy of
the elastic peak. Bottom: simulated spectra for tip positions
indicated as crosses in (e), tip height 7.5 Å. (d) 2.4 × 2.4 nm2

constant-height dI=dV maps at energies corresponding to (i) the
elastic peak (HOMO) and (ii)–(iv) α, β, and γ inelastic peaks in
(b) (Vmod ¼ 5 mV). (e) Corresponding simulated conductance
maps.
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reproduces the spatial distribution of the VAT, we also
simulate the conductance maps at the energies of the
different vibrational modes involved in the transport, which
are in remarkably good agreement with the experimental
maps [Fig. 4(e)].
In conclusion, our highly resolved tunneling spectra of

molecules on a monolayer of MoS2 revealed evidence of
the interplay of two distinct excitation mechanisms of
molecular vibrations. On the one hand, tunneling electrons
resonantly excite vibrational modes which can be described
within the Franck-Condon model. On the other hand,
inelastic tunneling electrons excite molecular vibrations,
which facilitate tunneling into the molecule at positions,
where it would be suppressed in the static case for
symmetry reasons. We could describe all spectral details
of vibrational intensities by combining vibration-assisted
tunneling (VAT) and the Franck-Condon principle. We note
that VAT may enhance higher-energy resonances over the
elastic onset. In the case of less resolved spectra, this may
cause an apparent shift of peaks. Furthermore, our descrip-
tion of VAT is not restricted to STM experiments, it may
also affect charge transport through organic materials and
heteromolecular interfaces.
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