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The order-disorder transition in Ni-Al alloys under irradiation represents an interplay between various
reordering processes and disordering due to thermal spikes generated by incident high energy particles.
Typically, ordering is enabled by diffusion of thermally generated vacancies, and can only take place at
temperatures where they are mobile and in sufficiently high concentration. Here, in situ transmission
electron micrographs reveal that the presence of He—usually considered to be a deleterious immiscible
atom in this material—promotes reordering in Ni3Al at temperatures where vacancies are not effective
ordering agents. A rate-theory model is presented, that quantitatively explains this behavior, based on
parameters extracted from atomistic simulations. These calculations show that the V2He complex is an
effective agent through its high stability and mobility. It is surmised that immiscible atoms may stabilize
reordering agents in other materials undergoing driven processes, and preserve ordered phases at
temperature where the driven processes would otherwise lead to disorder.
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In physical metallurgy, ordered phase precipitation is
commonly employed as a strengthening strategy. This is one
of many examples of an ordered phase providing techno-
logically relevant properties to a material [1]. Driven
processes—including neutron irradiation and extreme
deformation—act as disordering agents. They inject energy
into the system, which allows it to escape equilibrium
conditions. This driving force towards disorder is counter-
acted upon bymicromechanisms that favor the lower-energy
ordered phases. In metals and alloys, these mechanisms are
typically associated with vacancy diffusion.
An example case of such an interplay is the disordering

of γ0 Ni3Al phases in X-750—a Ni-based superalloy [2]—
under neutron irradiation. From a practical point of view,
this interplay is critical to the long-term performance and
safety of Canada deuterium uranium reactors, where this
alloy is used for garter springs separating pressure tubes
from calandria tubes. In this reactor concept, the garter
springs are situated less than 1 cm away from the closest
fuel pellet, and therefore undergo a significant amount of
neutron irradiation (typically ∼4 dpa=year). Notably, the
high flux of thermal neutrons—which confers exceptional
neutron economy to Canada deuterium uranium reactors—
breeds significant concentrations of He,∼1500 appm=year,
as the neutrons are absorbed by Ni59 [3].
The competition between radiation-induced disordering

and vacancy-induced ordering of γ0 has been extensively
studied [4–7] and predictive models now explain the set of
conditions under which the precipitates remain ordered and
those under which they do not [8–10]. Molecular dynamics
and ion irradiation studies indicate that disordering is

caused by thermal spikes induced by collision cascades
[11–16]. Rate theory, on-the-fly kinetic Monte Carlo and
ion irradiation experiments indicate that reordering is
caused by monovacancies [2,17,18]. Reordering can only
take place at temperatures where monovacancies are
sufficiently mobile, typically above 750 K. The effect of
He on the order-disorder competition has—to the best of
our knowledge—not been studied.
In this Letter, we present experimental and theoretical

work that explores the effect of He on the order-disorder
transition in Ni3Al γ0. Ion-irradiated samples—used as
surrogates for neutron-irradiated sample—were character-
ized by transmission electron microscopy (TEM). On the
theoretical side, atomistic simulations, including electronic
density functional theory (DFT), molecular dynamics
(MD), the activation relaxation technique nouveau
(ARTN) and the nudged elastic band (NEB) are used to
explore the energetics and kinetics of the Ni3Al ordering
micromechanisms in the presence of He. These quantitative
results are used as inputs to a rate-theory model to predict
order-disorder transitions in Ni3Al under different temper-
ature and irradiation conditions.
The experimental setup is as follows. The three sample

sets were preimplanted at room temperature with He
concentrations of 0, 200, and 400 ppm. In situ TEM
heavy-ion (1 MeV Krþ2) irradiation was performed up
to doses of 5.4 displacements per atom (dpa) at five
different temperature points ranging from 473 to 873 K.
The presence of the [001] superlattice reflection peak
was used to measure the presence of the γ0 phase. In the
absence of such a peak, the Ni3Al was considered as being
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disordered. Figure 1 reports these measurements, alongside
our model’s predictions. The model and its physical origins
are described in the following pages. The red triangles
represent the ordered structure—superlattice reflections
observed, whereas the blue circles represent the disordered
structure—no superlattice reflection observed. More exper-
imental details are available in the Supplemental Material
(SM) [19].
The experiments show that He preimplantation promotes

ordering of the γ0 phase. Without He, at temperatures lower
than Tc ¼ 740 K, an irradiation dose between 0.01 and
0.06 dpa is sufficient to eliminate order in the γ0 phase.
Preimplanting with He significantly raises the dose thresh-
old required to induce disorder. Adding 200 (400) ppm of
He elevates the dose threshold to a level between 0.68 (2.7)
and 2.7 (5.4) dpa, respectively.
Consistent with previous reports [44], at temperatures

hotter than Tc ¼ 740 K, order parameter of at least 0.3 is
preserved at all irradiation doses tested. Beyond this
critical temperature, the monovacancies are mobile and
promote order. Our experiments reveal that He stabilizes
the ordered phase at lower temperatures, where mono-
vacancies are not sufficiently mobile, nor in great enough
concentration, to do so. This suggests that He stabilizes
another ordering agent, which is more mobile than
monovacancies.
In FCC materials, divacancies are generally more mobile

than monovacancies, which can be explained by bond-
breaking arguments [45]. Also, their binding energy is
typically much lower than their migration energy, which

means that they tend to dissociate rather than migrate.
Ab initio calculations confirm that Ni3Al behaves in this
way. Formation and binding energies of point defects and
small clusters assessed using DFT calculations, performed
with the Vienna ab initio simulation package (VASP)
[19,46]. The simulation details are provided in the SM.
The results are presented in Table I. The binding energy of
the divacancies in first nearest-neighbor (1 NN) position
(0.29 eV) is smaller than the migration barrier of the
divacancy from a disordered to ordered configuration
(0.51 eV). The addition of He stabilizes the divacancy.
The V2He complex with vacancies in 1 NN position has a
binding energy of 0.51 eV.
In order for this V2He to be an effective reordering

agent, its migration energy must be sufficiently small. The
mobility of the V2He complexes was calculated using DFT-
based NEB calculations. In order to generate trial minimum
energy paths, ARTN [19,47–51] searches were performed.
The intermetallic interactions are based on Ref. [52]. The
He-Ni and He-He interactions are based on Ref. [53]. The
He-Al interactions were calculated by combining Ziegler-
Biersack-Littmark universal potential for short distances
and DFT calculations [19]. Initial states (V2He complexes
in a disordered Ni3Al simulation box) are provided to
ARTN, which generates a set of transition states and final
states. The ARTN-generated transitions with the smallest
activation energies were used as inputs for DFT-based NEB
calculations. For comparison, the activation barriers of
monovacancy jumps are presented as well. Computational
details can be found in the SM [19].
The results of the NEB calculations are reported in

Table I. The monovacancy migration barrier is greater
than 0.96 eV, in agreement with the literature [54]. This
corresponds to an antisite Ni diffusing to 1 NN and leaving
a vacancy on the Al sublattice. Assuming a standard
10 THz prefactor, the waiting time at 600 K is approx-
imately 1 μs−1.

FIG. 1. The order parameter of the Ni3Al precipitates, as a
function of He concentration, irradiation dose, and temperature.
Red triangles and blue circles indicate the experimental presence
of ordered and disordered structures, respectively. The lines are
the predictions of a rate-theory model, calibrated using atomistic
simulations. Results at three He concentrations are reported:
(a) zero, (b) 200 ppm, and (c) 400 ppm. Tc ∼ 740 K, correspond-
ing to the dashed line in the “0 ppm He" graph, beyond which
disordering was not observed.

TABLE I. Formation, binding, and migration energies of
various point and cluster defects in Ni3Al calculated via DFT.
The migration energies for the He-V cluster via both the direct
exchange and ring exchange mechanisms are shown.

Configuration EfðeVÞ EmðeVÞ
VAl →

Al
VNi 1.64 0.99

VNi →
Ni

VAl 3.04 0.96

EbðeVÞ EmðeVÞ
VDis

2 ð1 nnÞ → VOrd
2 ð1 nnÞ 0.29 0.51

V2HeDisð1 nnÞ → V2HeOrdð1 nnÞ 0.51 0.62
V2HeDisð1 nnÞ → V2HeOrdð2 nnÞ 0.18 0.62
V2HeDisð1 nnÞ → V2HeOrdð3 nnÞ 0.04 0.52
V2HeDisð2 nnÞ → V2HeOrdð1 nnÞ 0.51 0.84
V2HeDisð3 nnÞ → V2HeOrdð1 nnÞ 0.51 0.59
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Our ARTN-inspired DFT-based NEB calculations
revealed a set of jump sequences involving the V2He
which leads to ordering of the γ0 phase, without changing
its configuration. One such move is illustrated in Fig. 2. A
schematic representation of the potential energy landscape
along the reaction path is also provided. In this move, the
He and V partially dissociate to the third nearest neighbor
position (3 nn) in the first jump, and rebond in the second
jump. The process results in ordering, leading to a 1.25 eV
decrease of the energy. The highest activation energy
barrier crossed during the two-jump sequence is 0.59 eV.
In first approximation, this corresponds to the activation
energy of the V2He-enabled reordering process—note that
it is of the same order of magnitude as the complexes’
binding energy. The waiting time at 600 K is of the order
of 10 ns−1. This rapid jump rate, much faster than that of
monovacancy jumps, could explain why He promotes order
at temperatures lower than TC.
The main takeaway from the DFT calculations is that

V2He complexes have binding energies and mobilities that
make them a plausible ordering agent. However, in order to
build a predictive model, the probability of occurrence of
ordering due to mobility of each agent, as well as the
agents’ concentration, must be determined. The assump-
tions and equations used to estimate this concentration are
explained in the following paragraphs.
V-He complexes tend to cluster into bubbles. New comp-

lexes are released by collision cascades. Afterwards, their
concentrations change due to clustering, sinking, pinning
by He atoms, and dissociation. At time τ, the concentration
of species s is Cs ¼ C0fs −

P
m
i¼1

R
τ
0 ðdCs=dtÞji, where C0

is the total concentration of generated defects or super-
saturated concentration, fs is the fraction of the species
of interest, and

R
τ
0 ðdCs=dtÞji represents the change of

concentration of species s due to mechanism i. Let λd−s
be the distance that a defect travels before being trapped at a
sink. A mean diffusion time t ¼ λ2d−s=Dd is needed for the
vacancy to sink at the trap, where Dd is its diffusivity.
Therefore, for a given defect d, the variation of the
concentration due to clustering is ðdCs=dtÞjclustering ¼
−ðCsDd=λ2d−sÞ. Similarly to the logic of clustering, pinning
occurs by diffusion of He. A mean diffusion time t ¼
λ2He−d=DHe is needed for vacancy trapping, where DHe is
the He interstitial diffusion coefficient. It should be noted
that the diffusion rate of V and V2 are negligible compared
to that of He atoms. Finally, according to the first order
dissociation model, the dissociation rate of a He-V complex
is expressed as [55] dCs=dtjdissociation ¼ −Csν0 exp ½−ðEbþ
Em=kbTÞ�, where ν0 is the attempt frequency, and Eb þ Em
is the energy for dissociation.
MD simulations of collision cascades in the presence of

He were performed to provide an estimate of irradiation-
induced vacancy cluster and V-He complex distributions.
Also, we observed that the number of irradiation-induced
vacancies depends on the concentration of He and that all
interstitial He atoms are pushed to substitutional sites by
collision cascades. Of the vacancies, 60%–75% are in the
form of monovacancies and 15% of them are V2He
(Fig. SI.4). More information about the collision cascades
can be found in the SM [19].
Using the equations above and the MD-informed irra-

diation-induced vacancy and V-He complex production
rates, the steady state concentration—when the defect
generation rate is equal to the removal rate—is calculated
at each temperature. The details are provided in the
SM. The temperature dependence of the steady-state
concentrations of monovacancies and V2He are plotted in
Figs. 3(a) and 3(b), respectively. The concentration of
mobile monovacancies is mostly thermally controlled, the
concentration of mobile V2He complexes is chemically
controlled (i.e., controlled by the concentration of immis-
cible He).
Liou andWilkes [56] proposed a formulation to calculate

the order parameter (η) as a function of irradiation dose and
temperature in the absence of He. Here, it is extended to
include the effect of He. The disorder-order transition is
considered as a reversible chemical reaction due to an
interplay between radiation-induced disordering and ther-
mal or chemical reordering. The rate of disordering is
simply a function of disordering efficiency and irradiation
dose [16]. According to Nowick et al. [57], the thermo-
chemical reordering is a function of the equilibrium order
parameter and the reordering rate constant defined as

k0 ¼
�
XNi

XAl

�
0.5
Zβ exp

�

−
V0

2kbT

�Xn

j¼1

exp

�

−
Uj

kbT

�

ð1Þ

where Xi is the atomic fraction of component i, V0 is the
activation energy when η ¼ 1, and Zβ is the number of β

Ni
Al

He

V

FIG. 2. Left: a reaction path from the disordered sublattice to
the ordered sublattice, involving a V2H complex. The formation
and migration energies of the complex are reported in Table I,

among other plausible paths. The V2Heð1 nnÞ→OrdV2Heð3 nnÞ→Ord
V2Heð1 nnÞ mechanism is illustrated here. The displacement
vector is colored red. The moves result in ordering without
changing the configuration of the V2He complex. He and V
partially dissociate to the 3 nn in the first jump and rebond in the
second jump. Right: a schematic representation of the minimum
energy path along this two-step reaction path.
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sites (corners of FCC unit cell) which are the nearest
neighbors to the α site (the center of FCC unit cell faces).
The term exp ð−Uj=kbTÞ is the Boltzmann factor repre-
senting the probability of occurrence of mechanism j with
activation energy Uj. Since more than one ordering
mechanisms are active simultaneously, the overall transi-
tion is the summation of all effective mechanisms. The
Boltzmann factor for each reaction is limited to a unique
atomic configuration. For instance V2HeDisð1 nnÞ →
V2HeOrdð1 nnÞ is active if both vacancies of a divacancy
are in the nearest neighbor of the atom in the wrong
sublattice. This restriction limits the choice of configura-
tions to 2

12
Zα and 2

12
Zβ for Ni and Al in the wrong

sublattices, respectively. Therefore, the Boltzmann factor
for the V2He is

CV2He exp

�

−
EV2He
m

kbT

��

XNi
2Zα

12
þ XAl

2Zβ

12

�

:

In this equation, the essential terms are migration energy,
calculated using DFT, and the concentration of the agent
of interest explained above. For sake of completeness,

divacancies and self-interstitial atoms were also included.
The contribution of the latter two to reordering are
negligible, because divacancies rapidly dissociate unless
stabilized by He, and self-interstitial-vacancy recombina-
tion can cause only a single reordering event, while V2He
and V jumps lead to multiple reordering events. The
expressions that define their behavior are given in the
SM [19]. Order parameter is plotted as a function of
irradiation time, according to the model, in Fig. 3(c), at
different temperature, with and without He. The steady
state order parameter increases in the presence of He.
The model and experiment plotted in Fig. 1 are in close

agreement. Note that the critical irradiation dose IDc
required for an order-disorder transition increases by
increasing the He concentration. Also note that Tc–beyond
which disordering was not observed–is ∼740 K at all He
concentrations. At T > Tc, monovacancies are mobile and
contribute to reordering. The reordering rate increases
exponentially, as the equilibrium monovacancy concen-
tration dominates the chemically induced vacancy concen-
tration. Adding He has a very limited influence on this
critical temperature.
Another interesting feature of these maps is the inde-

pendence of the order parameter with respect to the
ordering temperature. As shown in Fig. 1(a), at T < Tc
along the vertical dashed line, the order parameter is
constant. To explain this behavior, consider an ordered
structure with He-V bubbles embedded in the system.
Irradiation dissolves and scatters He atoms and vacancies
in the system. Considering the formation energy, He-to-
vacancy ratio and binding energy of different He-V com-
plexes, stable and highly mobile V2He complexes form
immediately in the disordered volume. The diffusion of
V2He through the disordered lattice reorders the system.
However, postcascade clustering, a thermally activated
phenomenon known as secondary bubble nucleation
[58], decreases the number of V2He complexes by trapping
them. Both diffusion and clustering are thermally activated
phenomena for which the former results in reordering and
the latter removes the V2He complexes from the system.
Therefore, the effectiveness of V2He in reordering depends
on the species’ diffusion distance before sinking at the
V-He cluster. This travel distance is independent of temper-
ature and only depends on the He content. Therefore, the
model is in agreement with the experimental measure-
ments, and predicts a weak temperature dependence of IDc
in the 400–740 K range.
Finally, the model predicts that at T < 350 K, V2He is

not sufficiently mobile to recover from an irradiation dose
greater than 0.1 dpa and a step should be observed in the
order parameter contours. This limit is independent of He
content; increasing the amount of He would not enhance
the reordering.
Our findings show that adding several hundred appm

of He postpones the order-disorder transformation, by

100 101 102 103
0

0.2

0.4
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0.8

e

1
0.01 0.06 0.27 0.68

No Helium
200 ppm He

500 K
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650 K

600 K 400 K

550 K

350 K

(a) (b)
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FIG. 3. (a) The temperature-dependent, steady-state monova-
cancy concentration predicted by the model. (b) The temperature-
dependent, steady-state V2He concentration predicted by the
model. (c) The time (or, equivalently, dose) dependence of the
Ni3Al precipitate order parameter, as predicted by the model.
The values are reported at 350 K, 400 K, 450 K, and 500 K in the
system without He and with 200 appm He.
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enhancing reordering, a thermally activated process, which
depends on the stability and mobility of ordering agents—
in this case V2He. Adding 400 ppm of He increases IDc
from 0.05 to 2 dpa. Immiscible atoms stabilize nonequili-
brium vacancies and reduce the reordering temperature
significantly. This is a factor that should be considered in
designing alloys when targeting properties arising from the
stability of ordered structures, specifically in driven proc-
esses such as severe deformation and mechanical alloying.
Furthermore, this mechanism may explain phenomena
such as ordering of intermetallic ferromagnetic thin films
of FePd under He ion irradiation below 600 K [59],
or enhancement of ordering by adding immiscible Ag to
FePt [60].
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