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We report the precision measurement of the absolute frequencies, hyperfine splitting, and 2P fine
structure splitting in cold atoms of 6Li. Using the stabilized optical frequency comb and developed
heterodyne detection technique, the photon shot-noise limited optical spectroscopy is achieved. The
measurement of absolute frequencies of D1 lines is reached with an uncertainty of about 1 kHz, which is 1
order of magnitude more accurate than previous measurements. The hyperfine splitting of the D1 line and
2P fine structure splitting of 6Li are 26.103 1 (14) and 10 052.780 4 (18) MHz, respectively, in agreement
with recent theoretical calculations. Our results could provide a benchmark to test the theory at the higher
precision and help to resolve large discrepancies among previous experiments.

DOI: 10.1103/PhysRevLett.124.063002

In recent years there has been a growing theoretical and
experimental interest in high precision laser spectroscopy of
lithium atoms [1–21]. This is mainly because neutral lithium
has a relatively simple three-electronic structure and thus
accurate theoretical calculations [5–12] including quantum
electrodynamics (QED), isotope shift, and relativistic cor-
rections can be obtained frommany-bodywave functions. In
addition, besides two stable isotopes,6;7Li, the lithium atom
has three radioactive isotopes, 8;9;11Li, which have greatly
promoted the study of nuclear physics and led to the
discovery of the neutron halo [22–24]. The development
of high precision spectroscopy of lithium offers a benchmark
to such theories and can be used to determine the nuclear
radius and measure the fine structure constant, thus testing
fundamental physical laws with higher accuracy.
A number of experiments have measured the fine and

hyperfine structure splittings as well as the isotope shifts
for the D1 and D2 lines at optical frequencies for 6Li and
7Li [13–21]. Typically, the fluorescence spectra of a thermal
atomic beam excited by a laser are used to measure optical
transitions. These data offer an important comparison with
the current most accurate calculations for three-electron
atoms. However, there are considerable discrepancies in
these experimental measurements. In particular, there is a
significant discrepancy in measurements of the isotope
shifts of the D1 transitions of Li. Recently, the absolute
transition frequencies of lithium atoms are measured with
an uncertainty less than 25 kHz by a femtosecond optical
frequency comb [20,21]. Although it partially resolves the
discrepancies, the inconsistence of the experimental data
and the comparison between the data with theory still
persists. More accurate atomic spectroscopy and a theory of
lithium atoms need to be developed.
Here we report the precision measurement of the

absolute frequencies, hyperfine splitting, and 2P fine

structure splitting of 6Li based on the stabilized optical
frequency comb. In contrast to previous measurements with
hot atoms in the atomic beams, cold atoms of 6Li and
absorption spectra are used for experiments, which cause
the smaller Doppler effect. The heterodyne detection
technique is developed and the photon shot-noise limited
detection of optical spectroscopy is achieved. It greatly
improves the signal-to-noise ratio (SNR) and enhances the
sensitivity of the measurement. The measurement of
absolute frequencies is reached with an uncertainty below
1 kHz, which is one order of magnitude smaller than the
previously most accurate measurements. The hyperfine
splitting of the D1 line and 2P fine structure splitting of
6Li are 26.103 1(14) and 10 052.780 4(18) MHz, respec-
tively, in reasonable agreement with recent theoretical
calculations including QED corrections.
The schematic of the experimental setup is shown in

Fig. 1. The method for producing cold atoms of 6Li has
been described in our previous work [25,26]. 6Li is cooled
from 673 K to about 300 μK with 108 atom numbers by
using Zeeman slower and the standard magneto-optical
trapping (MOT) technique. Since the hyperfine levels in
the D2 line are closely spaced and not resolved, there is
generally no sub-Doppler cooling mechanism. We develop
the gray molasses [27] of the D1 line, which further
reduces the temperature of the atoms to about 50 μK with
5 × 107 atoms [28]. A magnetic field surrounding the cold
atoms is greatly suppressed by the magnetic shield and
compensation cage. The residual magnetic field at the
interaction region is about 0.8 μT measured by a long
pulse two-photon Raman spectroscopy (see Supplemental
Material [29]). Two laser beams propagating in opposite
directions with perpendicular linear polarizations are used
to probe the atoms. The diameters of the probe lights are
about 2.6 mm at the location of atoms and the angle
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between two beams is carefully adjusted to better than
200 μrad.
For lighter atoms, the imbalance of light beams could

cause the blueshift of the measured frequencies. So the
intensity difference between probe beams are controlled
below 5 × 10−3. Their frequencies are directly locked to an
optical frequency comb, which is based on a femtosecond
Ti:sapphire laser with a repetition frequency fr¼998MHz.
The OFC is referenced to an ultrastable optical cavity, the
instability of which is better than 1 × 10−15 at 1 s average.
fr and the initial frequency offset f0 are referenced to a
hydrogen maser, which has a frequency stability of
2 × 10−15 with an integral of more than 1000 s. The
hydrogen maser is linked to the Cs atomic clock at the
United States Naval Observatory (USNO) through global

positioning system time and the absolute frequency accu-
racy for experiments is at 1 × 10−13.
To minimize the optical pumping and ac stark shift, the

power of the probe beams is attenuated to the magnitude of
a few nW. The transmission of probe beam is set to about
40% by adjusting the optical density of the atoms, which is
typically less than 10% of the total atoms involved in the
excitations in order to probe the linear response.
Under the condition of very weak probe lights, the

optical signal will be buried by noise when detectors are
directly used to collect lights. Here we use heterodyne
detection to achieve photon shot-noise limited detection of
spectroscopy of 6Li, as shown in Fig. 1. The frequency
difference between the strong local oscillator (LO) light and
probe light is set by 21 MHz. Two silicon resonant
photodetectors (RD1 and RD2) with quantum efficiencies
η of 85% are used to detect the beat signals. The LO light
with power of 600 μW is split into two parts with the same
power. One is optically mixed with the forward probe beam
at RD1 and another is mixed with the back-forward probe
beam at RD2. The voltages from the detectors are then sent
to two separate rf mixers, for which a second mixer whose
LO drive has a phase offset 90° with respect to the phase of
the first mixer’s LO drive. By summing the squares of
output of the two mixers, we are able to measure the
amplitude of the beat signal, which is insensitive to the
relative phase. In such heterodyne detections, the contrast
C, describing the mode matching between the probe and
local beam, is very critical, which has been to approach
100% to reach shot noise limit. In the measurements,
the contrast is optimized to be better than 97% (see
Supplemental Material [29]). The shot-noise limited
performance of our heterodyne detection is illustrated in
Fig. 2(a), the noise of the weak beam normalized to the
expected shot noise (δshot ¼ C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ηNprobe
p

, where Nprobe is
the photon numbers of the light beam) as a function of the
probe pulse duration with a fixed intensity. For a large
range of pulse durations from 1 to 100 μs, the normalized
noise is very close to 1, the so-called photon shot-noise
limit. The small noise of the pulses shorter than 1 μs is
caused by the low-pass filter in the measurement system.
Noise increases at longer pulse widths due to the slow
change of probe light intensity and the drift of the relative
phase. In the following frequency measurement, the pulse
duration of the weak probe beams is fixed at 200 μs.
The typical absorption spectra of the transition 2S1=2,
F ¼ 3=2 → 2P1=2, F0 ¼ 3=2, 1=2, and their corresponding
fitted profiles are shown in Fig. 2(b). The fitted linewidth of
the transition is about 7.37 MHz, 20% greater than the
natural linewidth of 5.87 MHz, which is mainly due to the
residual Doppler effect. Using the heterodyne detection,
SNR is greatly enhanced to approach the shot-noise limit.
In the experiment, the fluctuation of atom numbers has

also to be considered. For a single shot, the loss of atoms is
below 2% of the total numbers by controlling the intensity,

FIG. 1. The schematic of the experimental setup and the
heterodyne detection. Optical frequency comb (OFC); ultrastable
cavity (USC); global positioning system (GPS); acousto-optic
modulator (AOM); resonant photodetectors (RD); polarized
beam splitter (PBS). The optical frequencies are measured by
an OFC that is based on a femtosecond Ti:sapphire laser
(1064 nm) referenced to an USC (the instability is better than
1 × 10−15 at 1 s average).
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the pulse duration, and frequency scanning speed of probe
beams. For multiple repeated measurements, the fluctuation
of atom numbers between shot to shot is suppressed by the
normalization. At the end of the probe, a standard absorp-
tion image for cold atoms is performed. The total atom
numbers obtained from the image are used to normalize
atom number to further reduce the fluctuations. Another
contribution of the fluctuation is from an effective optical
density (OD), which is determined using OD ¼ logðIt=I0Þ,
where It and I0 are the light intensity of the transmission
and incident probe beams, respectively. This fluctuation is
very small due to very weak intensity of the probe beam
and the isolation of the surrounding mechanical vibrations
and acoustical noise.
Although the very low intensity of the probe beams

(typically below 10−3Is, where Is is the saturation intensity)
and two beams’ configuration with equal intensity can
compensate for the effect from the atoms motion and spatial

distribution, the light forces can still cause the observable
shift of the measured frequency [33,34]. In the experiment,
the frequency shift is positive for a traveling-wave probe
and negative for the counterpropagating beams. Figure 3
presents our measured frequency of 2S1=2, F ¼ 3=2 →
2P1=2, and F0 ¼ 3=2 relative to frel as a function of probe
intensity, where frel ¼ 446789 528.716ð10Þ MHz is the
corresponding transition frequency from a recent NIST
measurement [20]. Here each measured frequency is the
average of 1000 measurements with the same conditions
and each measurement achieves the photon shot-noise
limited, as shown in the inset. It is obvious that the
frequency shift induced by the probe intensity is not
negligible at the level of kHz precision. About a 30 kHz
shift is observed when the intensity is changed from 1 to
8 μW=cm2. We obtained frel, the measured value from
NIST, at 6 μW=cm2. The final absolute frequency is
obtained by extrapolating the measured value to zero-
intensity position with a linear fit.
Our measured frequencies for all hyperfine components

and resulting centers of gravity of theD1 andD2 lines of 6Li
are given in Table I. An uncertainty is determined consid-
ering all identified sources of error, which are shown in
Table II. The total uncertainty is derived by combining the
individual elements in quadrature.
The uncertainty of our measurement of the resolved D1

lines is smaller than 1 kHz and less than 2.0 kHz for
unresolved D2 lines. The main uncertainty for D1 lines is
from the statistical variation of multiple measurements. The
small first residual Doppler uncertainty is due to imper-
fections of the alignment of two beams and the finite
temperature of cold atoms. It should be pointed out that the
relative transition strengths of 2S1=2, F ¼ 1=2 → 2P1=2,
and F0 ¼ 1=2 is 8 times smaller than 2S1=2, F ¼ 1=2 →
2P1=2, and F0 ¼ 3=2. In order to get the best SNR, the
power of probe beams is slightly increased in the meas-
urement, which causes the relative higher uncertainty in the
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FIG. 2. Optical spectroscopy with photon shot-noise limited
detection. (a) Noise of heterodyne detection relative to the
expected shot noise as a function of the pulse duration for an
LO power of 600 μW and a probe light power 30 nW. The
frequency drift and low-pass filter make the heterodyne scheme
no longer shot-noise limited at very short and long timescales.
(b) Typical data (blue points) of the transition 2S1=2,
F ¼ 3=2 → 2P1=2, and F0 ¼ 3=2, 1=2 and their corresponding
fitted profiles (red curves). (c) Fit residual.
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FIG. 3. The measured frequency shift as a function of the probe
beam intensity. Blue dots are the measured data and solid line is a
linear fit to extract the frequency with zero intensity of probe
beams. The error bar is from statistics. Inset is the SNR of the
spectroscopy normalized by one predicted by shot noise limited
detection.
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extrapolation, as shown in Table I. Similar to NIST’s
measurement [20], quantum interference plays an impor-
tant role for determining the absolute transition frequencies
to unsolved D2 lines (see Supplemental Material [29]). The
largest contributors to the uncertainties are inaccuracy in
the hyperfine constants [14], which are estimated by
holding the line shape parameters and component inten-
sities fixed and letting the A and B constants vary, and the
laser power dependent shifts. The frequency shift due to the
local field effect is estimated about blueshift 28 Hz for
theD1 line and 57Hz for theD2 line byΔLL¼−n0d2=ð3ϵ0ℏÞ
[35], where d is the transition dipole moment, and n0 is the
atom’s number density. Other collective effects from scat-
tering are very small due to small atom number density
(n0k−3 ¼ 3.8 × 10−6) and the weak-driving case. Under
low-order approximation, the collectively broadened line-
width depends on the optical density and frequency shift
depends on the density [36], which is about 2.3 Hz in the
experiment. Other uncertainties, such as optical pumping,
multiple excitation photon recoil, and the ac Stark effect are
small due to a very weak probe beam and the usage of the
intensity extrapolation in our measurement.
The only two previous precise measurements of absolute

transition frequencies were reported by Das et al. [16] as

well as Sansonetti et al. [20]. The uncertainty of the
measurement is about an order of magnitude smaller than
the values of the previous most precise results in Ref. [20].
The results presented in Table I disagree with values of
Ref. [16] by 20σ to 85σ. The absolute transition frequencies
are larger than the corresponding NIST measurements from
2 to 28 kHz for the D1 lines. These differences may come
from the large density induced shift in their measurements.
For D2 lines, our results are consistent with their values at
the 1σ level. The comparison of our results for hyperfine
intervals with previous results is shown in Fig. 4. When
measuring the hyperfine interval of the 2P1=2 state, we
precisely control the frequencies of probe beams with a
triangular wave, which scans the probe beams from low to
high frequency and high to low frequency, and then average
the measured values. By using this method, the systematic
errors and uncertainty are further suppressed. The mea-
sured 2P1=2 hyperfine splitting is 26.103 1 (14) MHz,
which is in excellent agreement with recent theoretical
calculation 26.102 6 (4) MHz [7]. Our results for the
ground state hyperfine splittings is 228.201 5(14) MHz,
which differs by 2.6σ with atomic beam magnetic reso-
nance results measured by Beckmann [37]. The claimed
measured accuracy is at the order of Hz, which is about 3
orders more accurate than the current measurement. The
many sources of the systematic errors had to be considered
in this level. The measurement and the inconsistency are
worth further investigation.

TABLE I. Measured frequencies of hyperfine components and
centers of gravity (COG) of the 6Li D lines.

Line Fg Fe Frequency (MHz)

D1 2S1=2 → 2P1=2

F ¼ 3=2 F0 ¼ 1=2 446 789 502.639 3(9)
F ¼ 3=2 F0 ¼ 3=2 446 789 528.744 2(9)
F ¼ 1=2 F0 ¼ 1=2 446 789 730.842 4(23)
F ¼ 1=2 F0 ¼ 3=2 446 789 756.943 9(8)

D2 2S1=2 → 2P3=2

F ¼ 3=2 F0 ¼ 5=2 446 799 571.079 6(19)
F ¼ 3=2 F0 ¼ 3=2 446 799 573.974 3(19)
F ¼ 3=2 F0 ¼ 1=2 446 799 575.686 1(19)
F ¼ 1=2 F0 ¼ 3=2 446 799 802.175 8(16)
F ¼ 1=2 F0 ¼ 1=2 446 799 803.887 6(16)

D1 COG 446 789 596.109 4(8)
D2 COG 446 799 648.889 8(16)

TABLE II. Uncertainty budgets (Hz) for the measurement.

Uncertainty component D1 lines D2 lines

Reference frequency 45 45
Statistical variation 813 1048
First order Doppler 375 375
ac Stark shift 40 10
Magnetic field shift 84 84
Local field shift −28 −57
Local field variance 3 6
Forward collective scattering <10 <10
Collision shift <100 <100
Hyperfine constant inaccuracy 0 1150

Total 906 1606
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Figure 5 is the comparison for 2P3=2 − 2P1=2 fine struc-
ture splitting of 6Li. Our measurement is 10 052.780 4
(18) MHz (red point in Fig. 5), which is in agreement with
the most recent measurements [20] and theory including
mα6 and mα7 lnðαÞ contributions [10,11].
In conclusion, we develop the photon shot-noise limited

detection and first measure the transition frequencies in
cold atoms of 6Li by using the optical frequency comb. The
results are more than an order of magnitude more accurate
than previous experiments. The measurements confirm
recent calculations of the 2P fine splitting including higher
order relativistic and QED contributions and help to resolve
large disagreements between theory and experiment. We
are generalizing such measurements to cold atoms of 6Li
and 7Li, which will determine the isotope shifts and relative
nuclear charge radius at the higher precision level.
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