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The current valleytronics research is based on the paradigm of time-reversal-connected valleys in two-
dimensional (2D) hexagonal materials, which forbids the fully electric generation of valley polarization by
a gate field. Here, we go beyond the existing paradigm to explore 2D systems with a novel valley-layer
coupling (VLC) mechanism, where the electronic states in the emergent valleys have a valley-contrasted
layer polarization. The VLC enables a direct coupling between a valley and a gate electric field. We analyze
the symmetry requirements for a system to host VLC, demonstrate our idea via first-principles calculations
and model analysis of a concrete 2D material example, and show that an electric, continuous, wide-range,
and switchable control of valley polarization can be achieved by VLC. Furthermore, we find that systems
with VLC can exhibit other interesting physics, such as valley-contrasting linear dichroism and optical
selection of the valley and the electric polarization of interlayer excitons. Our finding opens a new direction
for valleytronics and 2D materials research.
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Introduction.—The electronic conduction and/or valence
band in materials may feature multiple energy extremal
points in the momentum space, which endows the low-
energy electrons with an additional valley degree of free-
dom (d.o.f.). Analogous to spin, this valley freedom can be
utilized to encode and process information, giving rise to
the concept of valleytronics [1–7]. In the past decade, with
the discovery of two-dimensional (2D) valleytronic materi-
als in graphene and transitional metal dichalcogenides
(TMD), the field of valleytronics has undergone rapid
development and attracted broad interest at both funda-
mental and applied levels [1,8–29].
The current valleytronics research has been mainly

established in the paradigm of time-reversal (T ) connected
valleys in 2D hexagonal lattices [10,11]. (Valley physics in
2D rectangular-lattice SnS was studied in Refs. [30–32].)
There, the two valleys K and K0 are differentiated by
geometric properties like Berry curvature and orbital mag-
netic moment which are odd functions under T [33,34]. To
generate valley polarization, which is the prerequisite for
valleytronics, one has to break the T symmetry, either by an
appliedmagnetic field [7,35–40], or by a dynamical process,
e.g., optical pumpingwith circularly polarized light [41–45],

spin injection [46], or valley Hall effect [47–49]. However,
for device applications, static means are preferred than
dynamic means, and fully electric control is preferred over
magnetic or optical control. Particularly, static control by
gate electric field ismost desirable, owing to its advantages in
compactness, power efficiency, and compatibility with
existing semiconductor technology. Evidently, the gate field
cannot couple to the valley, because it does not break T . This
poses an outstanding challenge for the field of valleytronics,
and, to solve this problem, one must go beyond the existing
valleytronics paradigm.
Here, we present a disruptively new design principle for

valleytronics to tackle this challenge. The idea is to explore
systems in which the valleys are connected by a crystalline
symmetry instead of T , thereby circumventing the funda-
mental restriction posed by symmetry. We impose con-
straints on the crystalline symmetry, such that the system
can admit a special coupling between valley and a spatial
d.o.f., which is termed as the valley-layer coupling (VLC).
VLC enables a direct interaction between the valley and the
gate electric field, as schematically illustrated in Fig. 1.
We demonstrate our ideas via first-principles calculations
and model analysis of a concrete 2D material example.
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Besides the gate-field control of valley polarization, we
show that systems with VLC exhibit additional interesting
physics, such as valley-contrasting linear dichroism and
optical manipulation of interlayer excitons with selected
valley and electric polarization. Since the interlayer exciton
has a dipole along the sample growth direction, it leads to
the possibility of electric control and trapping of excitons,
which can further facilitate the realization of exciton
transistors or dipolar BEC [50,51]. Our work thus not
only tackles an outstanding challenge, it also opens a
significant new arena for valleytronics research.
Theory of valley-layer coupling.—We consider a 2D

material system. The system is extended in the x-y plane,
and has a finite thickness along z, which is the direction for
the gate field. It can be viewed as consisting of two layers:
the top layer with z > 0 and the bottom layer with z < 0,
where z ¼ 0 is set to be the midpoint of the system along z
[see Fig. 1(a)]. Notice that each such layer may contain
multiple atomic layers.
In order to discuss VLC, we first define the layer

polarization. For a Bloch band eigenstate ψnkðrÞ, we define
its layer polarization PnðkÞ as

PnðkÞ ¼
Z
z>0

jψnkj2dr −
Z
z<0

jψnkj2dr; ð1Þ

where n is the band index, k ¼ ðkx; kyÞ is the wave vector in
the 2D Brillouin zone (BZ), and the position vector r has
also a z component due to the finite thickness. PnðkÞ
reflects the polarization of ψnk between the two layers: P >
0 (P < 0) means the state has more weight distributed in
the top (bottom) layer. This quantity gives us a simple way
to infer the behavior of the bands under a gate field. Since
the gate field produces a layer-dependent electrostatic
potential, states with opposite P are expected to acquire
opposite energy shifts.
The concept of VLC can now be intuitively understood

as the coupling between the valley d.o.f. and the layer
polarization. Analogous to the valley-spin coupling in
TMD materials [5], VLC requires the valleys to exhibit
valley-contrasting layer polarizations. If realized, it will

naturally achieve the electric control of valleys using gate
field, as illustrated in Fig. 1(b).
Next, we analyze the symmetry requirements for a

system to host VLC. We consider nonmagnetic systems
with a binary valley d.o.f., which means that T is preserved
and there are two inequivalent valleys in the BZ, denoted as
V1 and V2. To achieve valley polarization via gate field, the
two valleys must not be connected by T . This requires that
each valley must be located at a time-reversal-invariant
momentum (TRIM) point. Moreover, the two valleys must
be connected by a certain crystalline symmetry operationO
to enforce their degeneracy in energy, namely,

O∶ V1⇌V2: ð2Þ

Then, to enable VLC, the following considerations should
be satisfied.
(i) The two valleys must have finite and opposite

layer polarizations. This indicates that O must satisfy the
following relation:

OPðV1ÞO−1 ¼ −PðV2Þ: ð3Þ

Here, we drop the band index in P, which is understood to
be either the lowest conduction band or the highest valence
band. This requirement also implies that O must be broken
by the applied gate field.
(ii) To have a finite P at V1 and V2, certain crystalline

symmetries must be broken. These include the horizontal
mirror reflection Mz and the inversion I . Because under
their transformations

MzPðViÞM−1
z ¼−PðViÞ; IPðViÞI−1 ¼−PðViÞ; ð4Þ

where i ∈ f1; 2g (we have used the fact that V1 and V2 are
at TRIM points and hence invariant under these opera-
tions), the polarization will be suppressed at the valley if
either Mz or I is preserved.
Based on the above considerations, one can go through

the 80 layer groups (LGs) for 2D materials to screen out the
ones that allow the existence of VLC. The results are listed
in Table I. One can see that the candidates belong to two 2D
Bravais lattices: the centered rectangular lattice (LG 10
and 22) and the square lattice (LG 50, 59, and 60). For LG
10 and 22, the two valleys should appear at TRIM points S
and S0, and they are connected by a twofold rotation with an
in-plane axis. For LG 50, 59, and 60, the two valleys should
sit at X and X0, and they are connected by a rotoreflection
S4z (for LG 59 and 60, a twofold rotation along [110] also
connects them). For a 2D material falling into one of these
groups, as long as its conduction or valence band edge
occurs at the requested TRIM points, it will generally host
VLC and permit the gate control of the valley d.o.f.
Application to a concrete example.—Having established

the theory of VLC, below, we illustrate our key idea with a

(b)(a)

FIG. 1. (a) A 2D material system viewed as consisting of two
layers. Each layer may consist of a few atomic layers. (b) With
valley-contrasting layer polarization (P), an applied gate elec-
trical field can generate valley polarization. The solid (dashed)
curves denote the bands in the presence (absence) of the electric
field. P > 0 (P < 0) means the state is mainly localized on the
top (bottom) layer.
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concrete example. The symmetry conditions obtained
above (Table I) offer useful guidance in searching for
suitable material systems. Here, we consider the monolayer
TiSiCO (ML-TSCO). As illustrated in Fig. 2, it has similar
structure as ML-HfGeTe [53] and ML-ZrSiO studied
before [54]. It possesses five square-lattice atomic layers
vertically stacked in the sequence of O-Ti-Si=C-Ti-O, with
LG No. 59 (P4̄m2), which is one candidate in Table I. Via
first-principles calculations, we confirm that the monolayer
is dynamically stable [see Fig. 2(d)] and also enjoys good
thermal stability up to 800 K [55]. The optimized lattice
constant is a ¼ b ¼ 2.817 Å. As we shall see, the low-
energy states in ML-TSCO are mainly distributed in the
two Ti layers. It is worth noting that the two Ti layers have a
separation about 4.1 Å, which is even comparable to the
typical interlayer separation for van der Waals stacked
heterostructures.
According to Table I, a material with LG 59 can host VLC

if it has valleys located at X and X0 points. This is indeed the
case for ML-TSCO. Figure 3(a) shows the calculated
electronic band structure. Here, the spin-orbit coupling
(SOC) is not included because of its negligible strength
for this material. One clearly observes that a pair of valleys
for both conduction and valence bands occur at X and X0.
The two valleys are connected byS4z and C2;½110�, rather than
T . Hence, according to our previous analysis, they must
have finite and opposite layer polarizations. By analyzing
the spatial distribution of the states [see Figs. 3(a)–3(b)], one
finds the following features. (i) The band edge states are
mainly distributed in the two Ti layers. (ii) The conduction
band at X valley is mainly distributed in the bottom layer,

whereas for theX0 valley it ismainly in the top layer. (iii) The
layer distribution pattern for the valence bands is reversed.
The physical picture corresponds to the schematic illustra-
tion in Fig. 1(b). Thus, the first-principles calculation
confirms the existence of VLC, consistent with our theory.
To demonstrate that VLC indeed enables the gate control

of valleys, we explicitly calculate the band structure under a
vertical electric field. As shown in Fig. 3(c), for the
conduction band, the gate field pulls down the X valley
and pushes up the X0 valley, successfully generating a
valley polarization for the electron carriers when the system
is n doped. For the valence band, the valley shifts are
opposite, due to the reversed layer polarization, so valley
polarization can also be generated for holes when the
system is p doped. Our calculation shows that for ML-
TSCO, a gate field of 0.1 eV=Å (achievable with current
experimental technique [62]) can induce a valley energy
splitting of 37 and 42 meV for valence and conduction
bands, respectively [see Fig. 3(d)]. Such energy scale is
larger than the thermal energy at room temperature,

(a) (b) (d)

(c)

FIG. 2. (a) Side view and (b) top view of the crystal structure
for monolayer TiSiCO. (c) The corresponding BZ. (d) Phonon
spectrum for ML-TSCO.

(a)

(c) (d)

(b)

FIG. 3. (a) Electronic band structure for ML-TSCO. The size of
the red (blue) dots in (a) is proportional to the weight of
projection onto atomic orbitals in the bottom (top) Ti atoms.
(b) Charge density distribution plotted for VBM and CBM states
at the two valleys. (c) shows the band structure under a gate field
of E ¼ 0.1 eV=Å. (d) Valley splitting for VBM (δEv) and CBM
(δEc) [indicated in (c)] versus the applied gate field.

TABLE I. Layer groups allowing for VLC. In the second column, the red and blue circles denote the two valleys V1 and V2. The last
column shows the corresponding space group [52].

Lattice BZ Valleys ðV1; V2Þ Layer group Symmetry O Space group

Centered rectangular ðS; S0Þ 10 (c211) fC2xj000g 5
22 (c222) fC2xj000g, fC2yj000g 21
50 (p4̄) fS4zj000g 81

Square ðX; X0Þ 59 (p4̄m2) fS4zj000g, fC2;110j000g 115
60 (p4̄b2) fS4zj000g, fC2;110j 12 12 0g 117
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suggesting its potential for room-temperature device
operations.
Effective model for VLC.—To better understand the

physics of VLC, we develop an effective model based
on the above result for ML-TSCO. Here, the low-energy
physics occur at X and X0, both having the little group of
C2v. At X (X0) point, the CBM ψc and the VBM ψv
correspond to the 1D representations B2 and A1 (B1 and A1)
for the C2v group. Using them as basis states, the kp
effective model expanded up to linear order reads [55]

H0 ¼ Δσz þ vðkx þ kyÞσy − vðkx − kyÞτzσy; ð5Þ
where the wave vector k is measured from each valley
center, Δ represents half the band gap, τz ¼ �1 denotes the
X=X0 valley, and σs are Pauli matrices acting on the basis of
one valley ΨV ¼ ðψV

c ;ψV
v ÞT with V ∈ fX;X0g. Since ψc

and ψv are, respectively, polarized in the top and bottom
layers, σ can also be regarded as acting on the layer index
space, and, in particular, the layer polarization for a state ψ
is given by Pψ ¼ hψ jσzjψi. The last term in (5) involving
τzσy clearly indicates a coupling between valley and layer
d.o.f. Since the two valley basis ΨX and ΨX0

are connected
by S4z, which reverses P, the effect of gate field is
captured by

HE ¼ ΔEτzσz; ð6Þ
where the effective strength ΔE may be taken as linear in
the E field, i.e., ΔE ¼ αE, in the simplest approximation.
It follows that the applied E field shifts the band edges at
the two valleys in opposite ways, and the local gaps at the
two valleys become 2ðΔ� ΔEÞ. The model parameters can
be obtained by fitting the DFT results that Δ ¼ 0.133 eV,
v ¼ 0.59 eVÅ and α ≈ −0.2 Å.
Valley linear dichroism and interlayer exciton.—Since

the two valleys are characterized by C2v symmetry and are
connected by S4z, they should exhibit valley-contrasting
linear dichroism in the optical interband absorption. This
can be readily verified by using the effective model in
Eq. (5). The coupling strength with optical fields linearly
polarized in the ith direction is given by

MiðkÞ ¼ mehucðkÞj
∂H
∂ki juvðkÞi; ð7Þ

where me is the free electron mass, and ucðvÞ the periodic
part of the Bloch state of conduction (valence) band. With
the model in Eq. (5), we find that, for the X valley,

jMX
x ðkÞj2 ¼ Oðk2Þ; jMX

y ðkÞj2 ¼
4v2m2

eΔ2

4v2k2y þ Δ2
: ð8Þ

Similarly, for the X0 valley, we have

MX0
x=yðkx; kyÞ ¼ MX

y=xð−ky; kxÞ: ð9Þ

Close to the valley center, the interband transitions are
coupled exclusively with x-linearly (y-linearly) polarized
light for the X0 (X) valley, consistent with our symmetry
argument, as shown in Fig. 4(a). This means that we can
selectively excite carriers in one valley by controlling
the polarization of light. Applying a gate electric field will
not affect the linear dichroism, but can further split the
band edge transition frequency by 4ΔE for the two valleys.
We note that valley-selective linear dichroism was also
observed for 2D SnS [30–32], but the valley physics is
distinct, as VLC is forbidden there due to the existence of a
horizontal glide mirror.
Here, due to the layer polarization of the valley states, for

a particular valley, the optically excited electrons and holes
are located at different layers. The interaction between the
electrons and holes leads to the formation of excitons.
Interestingly, the excitons here are interlayer excitons
with valley-contrasting layer polarization. As illustrated
in Fig. 4(b), the x-polarized light with the band edge
excitonic transition frequency will selectively generate
excitons in the X0 valley, with holes in the top layer and
electrons in the bottom layer. The situation is reversed for
the y-polarized light [see Fig. 4(c)]. Note that these
interlayer excitons naturally carry a charge polarization
along z, so they can be electrically manipulated [63–67]
and the effect of linear dichroism can also be probed by
voltage measurement across the thickness. Remarkably, the
interlayer exciton here is distinct from those demonstrated
in heterogeneous TMD bilayers [10,65–69]: the polariza-
tion of the excitons there is fixed by the type-II band
alignment of the structure, whereas the polarization here
can be selected by controlling the light polarization.
Discussion.—In this work, we have proposed a new

design principle to achieve static control of valley polari-
zation by a gate electric field. The essence is to switch the
focus from conventional T -connected valleys to crystal-
symmetry-connected valleys with VLC.
We point out that such electrically generated valley

polarization may also permit a purely electric detection.
Note that each valley in LG 59 and 60 only has twofold

(a) (b)

(c)

FIG. 4. (a) Valley optical transition selection rules. (b) X0 and
(c) X valley-polarized interlayer excitons with opposite electric
polarization can be selectively excited by σx and σy linear
polarized optical fields, respectively. This optical selection of
the electric dipole of interlayer excitons is an unique phenomenon
only associated with VLC.
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rotational symmetry, indicating that the dispersion in the
valley must be anisotropic. For example, in ML-TSCO, for
the X valley, the effective mass of valence band along x is
m�

x ≈ 0.84me, whereasm�
y ≈ 0.16me, differing by ∼5 times.

Because of S4z, the anisotropy at the X0 valley is rotated by
π=2, so that in the absence of valley polarization, the
transport properties are still isotropic. The valley polariza-
tion breaks the S4z symmetry, making the transport
anisotropic. For example, ML-TSCO with X valley polari-
zation should have a larger resistance along x than y. By
measuring the anisotropic resistance, one can readily detect
the valley polarization. Thus, both valley information write
in and read off can be achieved by purely electric means,
which is a great advantage of our scheme.
The optical properties revealed here would endow the

system with additional possibilities. For example, the valley
polarization can also be optically detected by the difference
in the optical absorbances for x and y polarized lights. In
addition, the interlayer excitons, which can be selectively
created here by linearly polarized light, are expected to
have longer lifetime due to the spatial separation between
electron and hole, which is desirable for exciton valley-
tronics [10,70,71] and for achieving more exotic phases
such as exciton condensation [72,73].
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