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Multitemperature models are nowadays often used to quantify the ultrafast electron-phonon (boson)
relaxations and coupling strengths in advanced quantum solids. To test their applicability and limitations,
we perform systematic studies of carrier relaxation dynamics in copper, a prototype system for which the
two-temperature model (TTM) was initially considered. Using broadband time-resolved optical spectros-
copy, we study the time evolution of the electron distribution function, fðEÞ, over a large range of
excitation densities. Following intraband optical excitation, fðEÞ is found to be athermal over several
100 fs, with a substantial part of the absorbed energy already being transferred to the lattice. We show,
however, that the electron-phonon coupling constant can still be obtained using the TTM analysis, provided
that the data are analyzed over the time window where the electrons are already quasithermal, and the
electronic temperature is determined experimentally.

DOI: 10.1103/PhysRevLett.124.037401

Cooperative phenomena in quantum solids arise from a
delicate balance among interactions between charge, spin,
and lattice degrees of freedom. The knowledge of the
interaction strengths between the different subsystems is
thus crucial for their understanding. The knowledge of the
Eliashberg electron-boson coupling constant λ is of particu-
lar interest in novel superconductors, as it provides infor-
mation on the significance of the electron-boson interaction
(or the lack thereof) for superconducting pairing. One of the
approaches to determine λ is to use femtosecond (fs) time-
resolved techniques [1]. Here, fs optical pulses are used to
excite the electronic system, while the recovery dynamics is
probed by measuring the resulting transient changes in
optical constants [2] or the electronic occupation near the
Fermi energy [3,4]. Considering simple metals and assum-
ing the electron-electron (e-e) thermalization being much
faster than the electron-phonon (e-ph) relaxation, the so-
called two-temperature model (TTM) has been put forward
[1,5]. Within this description, the electrons rapidly thermal-
ize to a temperatureTe, which ismuch higher than that of the
lattice, Tl. This process is followed by the e-ph thermal-
ization on a timescale τe-ph, inversely proportional to the
e-ph coupling strength [1,5]. This widely used model
suggests a simple relationship between the measured τe-ph
and λ, when experiments are performed above the Debye
temperature Tl ≳ ΘD. With the electronic specific heat
Ce ¼ γTe, where γ is the Sommerfeld constant, the time
evolutions of Te and Tl are given by a set of coupled heat
equations [1,6,7]. Here [1]
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where λhωni ¼ 2
R∞
0 ½α2FðΩÞ=Ω�ΩndΩ, while α2FðΩÞ is

the product of the e-ph coupling strength α2 and the phonon
density of states F. Often the Debye approximation is
used, where α2 is mode independent. In this case, λhω2i
is simply the product of λ and the mean square phonon
frequency, hω2i.
Following pioneering works on noble metals [13–18],

numerous time-resolved experiments on superconductors
have been performed, ranging from conventional [2] to
high-Tc cuprate [3,19–23] and pnictide [24,25] super-
conductors, aiming at the determination of λ. Similar
studies were performed also on other advanced materials
ranging from carbon nanotubes [4] and ferromagnets [26]
to metallic nanoparticles [27]. Despite the reasonable
agreement between the experimentally extracted and theo-
retically estimated values of λhω2i [2], numerous studies
shed doubts on the applicability of the TTM. The time-
resolved photoemission data on Au showed that even at
room temperature and high excitation densities, the e-e
thermalization time is as long as 800 fs, while the electronic
distribution at earlier times is strongly athermal [28]. The
TTM prediction that in the limit of weak excitations
τe-ph ∝ T−3

l as Tl → 0 K was never observed in simple
metals [29,30]. The absence of slowing down of relaxation
at low-Tl and long e-e thermalization times were both
attributed to Pauli blocking, where e-e scattering into states
below the Fermi level (EF) is reduced due to the small
fraction of unoccupied states to which electrons can be
scattered [29,30]. Unlike in Dirac systems like graphene,
where electrons are indeed found to thermalize on the sub-
50-fs timescale [31–33], several recent studies suggest
the e-e and e-ph thermalization timescales to actually be
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comparable [34–36]. To account for the nonthermal elec-
tron distributions, several extensions of the TTM have been
put forward [18,29,37–42].
In this Letter, we present an all-optical approach to study

the time evolution of the photoinduced changes in the
electronic distribution function near the Fermi energy,
ΔfðE − EFÞ, in thin copper films. We achieve this by
studying the temporal evolution of the complex dielectric
function, εðωÞ ¼ ε1ðωÞ þ iε2ðωÞ, following intraband pho-
toexcitation. In Cu, εðωÞ is in the visible spectral range
largely governed by the interband transition from the d
band to the Fermi level. With the combination of static
εðωÞ, thermomodulation,ΔεðωÞ ¼ ½dεðωÞ=dT�ΔT, and the
simple model of the electronic density of states, which
accounts for εðω; TÞ, we demonstrate that ΔfðE; tÞ can be
extracted from Δεðω; tÞ. We show that in Cu the fðEÞ is
quasithermal only for time delays beyond ≈0.5 ps.
Moreover, the experimentally determined Te’s are—for
short time delays—substantially lower than the expected
values based on the absorbed energy density. This implies a
substantial energy transfer to the lattice already in the early
stage of relaxation. Despite the obvious disparity of the
presented results and the TTM, we demonstrate that the
TTM analysis can yield a consistent value of λhω2i,
providing that (i) the data are analyzed at time delays
when the electron subsystem is already quasithermal, and
(ii) the Te’s are recorded experimentally. The presented
approach could be generalized to other systems with
interband optical transitions in the visible range.
The broadband femtosecond time-resolved optical stud-

ies were performed on thin (24 nm) Cu films sputtered on
(100) MgO substrate. The reflectivities (Re) and trans-
missions (Tr) of films were measured with commercial
FTIR and UV-Vis spectrometers. The measured optical
constants were found to be in good agreement with literature
values [43]. The samples were photoexcited by 50-fs
near-infrared (NIR) pulses (λpe ¼ 800 nm, 1.55 eV). The
absorbed energy densities,U, calculated from the measured
εð1.55 eVÞ [7], were varied between 4 and 250 J=cm3. The
photoinduced changes of both Tr and Re between 1.25 and
2.8 eV were measured with white-light supercontinuum
pulses generated in sapphire [44]. Combining the static εðωÞ
and the measured transient changes in reflectivity and
transmission, ΔRe=Re and ΔTr=Tr, respectively, Δεðω; tÞ
is determined by numerically solving a system of appro-
priate Fresnel equations [7,45,46].
Figure 1 shows the time evolution of ΔTr=Tr and

ΔRe=Re of a 24-nm-thick Cu film on MgO substrate,
recorded at room temperature, in the spectral range between
1.25 and 2.8 eV. The equilibrium Re and Tr are presented in
the inset to Fig. 1(a). The anomaly centered at ≈2.1 eV is a
result of the interband transition (T d-p) between the d band,
located at Ed-p ¼ 2.1 eV below the Fermi level, and the Cu
s-p band. The time-resolved data show strong changes in
optical properties near Ed-p, arising from photoinduced

changes in T d-p [47]. Since the NIR pump pulse excites
the s-p-band electrons, it is the photoinduced Fermi-level
smearing—i.e., the broadening of the electronic distribution
near EF—that is mainly responsible for changes in T d−p
[see Fig. 2(a)]. Assuming the validity of the TTM, Te should
reach≈1100 K atU ¼ 54 J=cm3 [7]. Following the e-e and
e-ph thermalization processes, a quasiequilibrium is
reached within a few picoseconds (the photoinduced spectra
show no measurable changes between 5 and 30 ps). The
subsequent decay is governed by the heat diffusion into the
substrate. Therefore, we can assume thatΔεðω; t≳ 5 psÞ ¼
½dεðωÞ=dT�ΔT, where ΔT is the resulting temperature
increase, given by U ¼ R T0þΔT

T0
CpðTÞdT, where CpðTÞ is

the total specific heat. Indeed, the recorded ΔTr=Trð7 psÞ
and ΔRe=Reð7 psÞ, shown in the inset to Fig. 1(b), match
well the changes obtained by simply heating up the sample
using a hot plate (conventional thermomodulation). For
U ¼ 54 J=cm3, we obtain ΔT ≈ 15 K.
As noted, the dominant contribution to changes in the

optical constants in the visible range stems from the photo-
induced Fermi level smearing. It results in opening/blocking
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FIG. 1. Dynamics of (a) the ΔTr=Tr and (b) the ΔRe=Re of a
24-nm-thick Cu film on MgO substrate excited by a 50-fs NIR
pulse. The base temperature is 300 K, and the excitation fluence
is F ¼ 3.4 mJ=cm2, corresponding to the absorbed energy
density U ¼ 54 J=cm3. The inset to panel (a) presents Re and
Tr (open symbols), together with the corresponding model fits
(dashed lines). The inset to panel (b) presents ΔRe=Re and
ΔTr=Tr at 7.2 ps (open symbols) together with the thermomo-
dulation fits (dashed lines).
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the optical transitions from the fully occupied d band at
≈2.1 eV below EF, to s-p band states below/above the EF
[47], as sketched in Fig. 2(a). Thus, a proper parametrization
of εðω; TÞ provides means to access changes in the elec-
tronic distribution function—and also for time delays where
the distribution is athermal.
To model the equilibrium and the thermomodulation

optical spectra in the visible range [7], we consider
εðω; TÞ ¼ εDðω; TÞ þ εd-pðω; TÞ þ ε∞ðTÞ. Here εDðωÞ is
the free carrier Drude response of the s=p electrons, and
εd-pðωÞ describes the interband transition between the
uppermost d band and the s-p band, while ε∞ sums up
the contributions of higher-energy interband transitions to
εðω; TÞ. All contributions are T dependent. The T depend-
ence of εDðωÞ is governed by the T dependence of the
Drude scattering rate, γD [7], which is governed by the
e-ph scattering above 300 K, where γD depends linearly on
Tl. The changes due to the Fermi level smearing are, for the
thermomodulation, sketched in Fig. 2(b). They give rise to
a bipolar change in the interband absorption near Ed-p,
with the amplitude proportional toΔTe. In addition, a small
shift of Ed-p can be expected, either due to the shift of the
chemical potential (proportional to ΔTe) or due to the
thermal lattice expansion (proportional to ΔTl). In Cu,
the electronic DOS at EF is nearly constant and the former
can be neglected; thus the shift in Ed-p is governed by Tl.
Finally, the induced changes in higher-energy interband
transitions (> 4 eV) may also contribute to ΔεðωÞ in the
visible range. These changes, driven by the thermal
expansion (∝ ΔTl), give rise to a weak frequency-
independent offset in the real part of ΔεðωÞ [7]. The
findings are tested on published optical data [48] in
Fig. 2(c).

Since only Δεd-pðω; TÞ is dominated by ΔfðE; tÞ,
and ΔTl is much smaller than ΔTe, we can parametrize
the changes of εðωÞ that are a result of ΔTl, thereby
getting access to ΔfðE; tÞ. We start by modeling the
equilibrium εðω; TÞ, to account for Tr and Re at room
temperature, as well as for the bolometric responses. The
latter is given by ΔTr=Trðt≳ 5 psÞ and ΔRe=Reðt≳ 5 psÞ
and was recorded at 12 different excitation levels with
4 < U < 250 J=cm3. To model εd-pðω; TÞ, which domi-
nates ΔεðωÞ in the visible range, we developed a simple
model (see Ref. [7]) considering the Fermi golden rule,
and using the band dispersions that give rise to densities
of states of the d band and the s-p band, as shown in
Fig. 2(a). For the Drude scattering rate, γD, and Ed-p, we
assume they depend linearly on lattice temperature
[e.g., γDð300K þ ΔTlÞ ¼ γD;300K þ cγΔTl]. Such a linear
expansion is justified, since the maximal changes in the
lattice temperature (for highest U) are of the order of
ΔTl ¼ 60 K. We determined these parameters by globally
fitting εðωÞ and Δεðω; t≳ 5 psÞ for U, spanning nearly 2
orders of magnitude. The resulting εðω; TÞ is shown to
describe well Tr and Re [inset to Fig. 1(a)], as well as the
thermomodulation response [inset to Fig. 1(b)].
To determine ΔfðE; tÞ from experimental data, we

assume that ΔTl ¼ ΔTlðt≳ 5 psÞ½1 − expð−t=τÞ�, where
τ is the decay time of the spectrally averaged transient. Both
experimental studies [49] and detailed numerical calcula-
tions [50] demonstrated that the phonon subsystem is also
athermal on the picosecond timescale. However, the rela-
tively small contribution of the components linked to
changes in Tl to the overall changes in εðωÞ makes the
result relatively insensitive to the variation of τ. With this,
and the extracted coefficients describing γDðTlÞ, ε∞ðTlÞ,
Ed-pðTlÞ, we obtain ΔfðE; tÞ by fitting the model to the
experimental data.
Figures 3(a) and 3(b) present the time evolution of Δf

extracted from the data shown in Fig. 1. To evaluate
ΔfðE; tÞ, we first compare the experimental Δf around
EF with the best fit assuming thermalized electrons, where
ΔfFD ¼ fðE; TeÞ − fðE; 300 KÞ, and Te is obtained by the
best fit of ΔfFD to the experimental Δf. The normalized
error δðtÞ ¼ P jΔfðE; tÞ − ΔfFDðE; tÞj=

P jΔfFDðE; tÞj,
where the sum spans the data for −0.4 eV≲
E − EF ≲ 0.4 eV, is shown in the inset to Fig. 3(c) for
two excitation densities. δðtÞ decreases by about 1 order of
magnitude within the time delay that we attribute to the e-e
thermalization time, τe-e. From that point on, the value is
roughly constant [note that ΔfðE; tÞ − ΔfFDðE; tÞ at
individual energies are added by their absolute values].
Figure 3(c) addresses the excitation dependence of τe-e
obtained from the analysis of δðtÞ. In particular, we plot the
times tδðUÞ, where δðtÞ reach different levels between
the maximum δmax ¼ 1 and its minimum, δmin ≈ 0.1. All
of the curves show the same trend, all suggesting that τe-e
time is reduced by a factor of≈3 betweenU ∼ 30 J=cm3 and
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FIG. 2. The thermomodulation of optical constants in Cu,
modeled by a simplified model of the density of states and the
Fermi golden rule. Panel (a) presents the modeled occupied
density of states in Cu (note the semilogarithmic scale) at 300 and
400 K. The corresponding changes in absorption are presented in
(b). They are dominated by the changes in the interband transition
between the fully occupied d band and the s-p conduction band.
The model is applied in (c) to fit (solid lines) the published
spectroscopic ellipsometry data on Cu [48] taken at different
temperatures (open symbols).
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U ∼ 300 J=cm3. The long τe-e at low excitation densities
[τe-e ≈ 700 fs, considering τe-e as the timewhen δðtÞ reaches
δmin þ 0.05ðδmax − δminÞ] seems to be the main reason
for the departure of the observed relaxation dynamics from
the standard TTM. The observed trend is consistent with the
relaxed Pauli blocking for high excitation densities,
and in line with calculations using Boltzmann collision
integrals [51]. It follows that for U ∼ 50 J=cm3, the fðE; tÞ
reaches the quasithermal state only on the timescale of
≈600 fs, while for U ∼ 250 J=cm3 the timescale is reduced
to ≈250 fs.
Figure 4(a) presents the time evolution of the extracted

electronic temperature (U ¼ 54 J=cm3) from the point
where fðE; tÞ is quasithermal. Analyzing experimental
ΔTeðt > 0.6 psÞ using the TTM (solid blue line), where
ΔTlðt ¼ 0.6 psÞwas determined by the energy conservation
law [7], we obtain λhω2i ¼ 45 meV2, in excellent agree-
ment with theoretical estimates [52]. The dashed line in
Fig. 4(a) presents the pure TTM simulation with the
same value of λhω2i and ΔTe;theoðt ¼ 0Þ determined
from the absorbed energy density via ΔTe;theoðt¼0Þ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2
l þ2U=γ

q
−Tl. The measured ΔTe’s are, throughout

the thermalization process, substantially lower than those
expected from the pure TTM. This implies a substantial
energy transfer to the phonon subsystem already before the
electrons thermalize. The rapid relaxation of energy to
the phonon bath during the early stage of relaxation can
be attributed to the fact that for high-energy electrons, the
energy-momentum conservation restrictions for the e-ph
relaxation are lifted compared to the case of low-energy
(thermal) electrons. I.e., for e-ph scattering of high-energy
electrons, there are plenty of available final states to relax to,
which is not the case for the relaxation of electrons close to
the Fermi level.We note that in the early relaxation stage, the
density of photoexcited carriers remains constant while
energy is transferred to the lattice.

Not being able to properly determineΔTe can be a major
source of error in estimating λhω2i. Thus, the values of
λhω2i obtained by time-resolved methods vary substan-
tially, depending on the underlying assumptions used in the
data analysis. For time delays when electrons are quasi-
thermal, we used the TTM analysis on the extracted
ΔTeðtÞ. λhω2i values for data taken at different U’s are
shown in Fig. 4(b) with black spheres. As expected for
moderate excitations [51,53], λhω2i is found to be U
independent. However, applying the common approach
of extracting λhω2i with Te;theoðt ¼ 0Þ and fitting the
recovery by either (i) an exponential decay and Eq. (1),
or (ii) the full TTM fit, the extracted λhω2i is shown to
strongly vary with U. The previously published values
[2,17] follow this trend.
Our study demonstrates that, for simple metals with weak

e-ph coupling, λhω2i can be extracted using the TTM,
provided that the analysis is restricted to times where the
electronic distribution is quasithermal, and that Te’s are
measured. Such studies should be performed as a function of
U to demonstrate the consistency with the TTMpredictions.
In numerous advanced solids, the carrier relaxation is

found to proceed on a sub-picosecond timescale, with
U-independent dynamics [21]. It was argued that, in the
low-U limit, the e-e thermalization may actually be slower
than the e-ph relaxation over most of the accessible temper-
atures [39,40]. An alternative expression, linking the
measured τe-ph and λhω2i for such nonthermal cases has
been derived [39,40]. The derived expression, λhω2i ¼
2πkBTl=3ℏτe-ph, is nearly identical to Eq. (1), with Te
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FIG. 3. Analysis of the time-resolved optical data at
U ¼ 54 J=cm3. Panel (a) shows ΔfðE; tÞ following the photo-
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replaced by 2Tl. Applying this model to the low-U data on
Cu, where the extracted τe-e is comparable to τe-ph [7], we
obtain λhω2i ¼ 50 meV2. The good agreement between the
two approaches may suggest that the density at which the
recovery dynamics start to be U dependent corresponds to
the point where τe-e ⪅ τe-ph.
Even for simple metals, the literature values of λhω2i,

extracted from the time-resolved data, vary by as much as a
factor of 2—depending on the excitation density and the
approximation used. While this factor may appear to be
small, we note that this difference may correspond to the
change between the strong and weak e-ph coupling [54].
The all-optical approach, where time evolution of the
electronic distribution function in a thin film can be
recorded, may provide a way to extracting λ’s also in
advanced solids.
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