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We introduce a novel method for the simulation of the impact scattering in vibrational scanning
transmission electron microscopy electron energy loss spectroscopy simulations. The phonon-loss process
is modeled by a combination of molecular dynamics and elastic multislice calculations within a modified
frozen phonon approximation. The key idea is thereby to use a so-called δ thermostat in the classical
molecular dynamics simulation to generate frequency dependent configurations of the vibrating specimen’s
atomic structure. The method includes correlated motion of atoms and provides vibrational spectrum
images at a cost comparable to standard frozen phonon calculations. We demonstrate good agreement of
our method with simulations and experiments for a 15 nm flake of hexagonal boron nitride.
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Excellent spatial resolution is the highlight of the trans-
mission electron microscope [1–6], allowing atomically
resolved elemental mapping and chemistry. Recent instru-
mental developments have improved the energy resolution of
electron energy loss spectroscopy down to 4.2 meV [7,8].
This unique combination of high spatial and energy reso-
lution opened doors to unprecedented experiments such as
temperature measurement at the nanoscale [9,10], identifi-
cation and mapping of isotopically labeled molecules [11],
position- and momentum-resolved mapping of phonon
modes [12,13], mapping of bulk and surface modes of
nanocubes [14], or investigations of the nature of polariton
modes in van der Waals crystals [15].
Inelastic electron scattering on atomic vibrations in a polar

material consists of twomajor contributions, namely, impact
scattering and dipolar scattering [16,17]. The latter stems
from a long-ranged interaction between the beam electron
and an oscillating dipole moment generated by the atomic
vibrations. It can be used to perform damage-free vibrational
spectroscopy in an aloof beamgeometry [18,19]. High-angle
impact scattering on the other hand is quite localized
scattering on the atomic potential and allows for high
resolution imaging and spectroscopy [17,20–22].
From a theoretical point of view, there is a limited number

of approaches one can follow to simulate vibrational spec-
troscopy and imaging. Dwyer presents a treatment of both
single impact and single dipolar scattering including a
detailed phonon dispersion from a density functional theory
calculation in a multislice scheme [23]. Forbes et al. intro-
duced a quantum excitation of phonons model, which allows
for the inclusion of thermal diffuse scattering into multislice
image simulations [24]. The thermal vibrations are modeled
within the Einstein model for quick image calculations,
neglecting correlations in atomic movements and dispersion
effects. Such an approach is not able to simulate vibrational
spectra, but in principle one could use different models of

atomic vibrations to generate the necessary configurations.
In a more recent work, Forbes et al. described a method to
model the vibrational sector of the electron energy loss
spectrum [25]. Their method is based on an explicit evalu-
ation of inelastic matrix elements, but it neglects the strong
elastic interaction of electrons with the specimen before and
after the inelastic event. Lastly Nicholls et al. presented a
method to simulatemomentum-resolved vibrational electron
energy based on the Van Hove scattering formalism and
carried out using density functional theory, but neglecting
dynamical diffraction [26].
Further deployment of vibrational spectroscopy at high

spatial resolution calls for an efficient and accurate com-
putational tool capable to predict or interpret the experi-
ments under realistic conditions. The method should allow
simulations of temperature-dependent vibrational spectrum
images of arbitrary systems, including interfaces, impu-
rities or defects to interpret minute changes in vibrational
spectra as a function of scattering angles.
In this Letter, we present a method for simulating

vibrational electron energy loss spectra including dynami-
cal diffraction effects. The method is based on molecular
dynamics calculations and the frozen phonon approxima-
tion, from which it inherits its computational efficiency. It
can be applied to arbitrary systems, for which suitable
interatomic potentials exist. It is computationally efficient,
versatile, and conceptually transparent.
The frozen phonon model is a semiclassically motivated

approximation, in which vibrational effects are taken into
account by suitably averaging over “frozen” configurations
of the vibrating atomic structure called “snapshots” [27].
Quantum mechanical considerations have established the
validity of its approximations [28–31]. The frozen phonon
model has been successfully used to account for thermal
diffuse scattering, either in conjunction with the Einstein
model of atomic vibrations, for which it delivers numerically
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equivalent results to the quantum excitations of phonons
model [24], or with models including a detailed phonon
dispersion [32–38].
Classically, thermostats are used in molecular dynamics

simulations to enforce thermodynamical conditions, but
recent research on stochastic thermostats based on the
non-Markovian generalized Langevin equation has shown
that such thermostats can be tailored to a wide range of
applications [39], among others, the efficient thermostatting
of path integral molecular dynamics simulations [40], the
simulation of nuclear quantum effects in solids at low cost
[41], and the frequency dependent heating of normal modes,
the so-called δ thermostat [42]. This thermostat artificially
heats thosevibrationalmodes, whose frequencies liewithin a
narrow range of frequencies Δω around a chosen peak
frequency ω0. The thermostat enforces canonical sampling
at ω0 at a given temperature T⋆. Modes, whose frequencies
lie outside of Δω, are kept at a much lower temperature,
effectively “freezing” them. In the context of electron
microscopy, nuclear quantum effects modeled by a colored
noise thermostat have readily been included into simulations
of temperature-dependent thermal diffuse scattering in high
angle annular dark field images [36].
Our method combines molecular dynamics simulations

using a δ thermostat and multislice simulations to a fre-
quency-resolved frozen phonon method. The key idea is to
scan the peak frequencyω0 of the δ thermostat over the range
of vibrational frequencies of the studied material and at each
energy bin ωi, a set of N snapshots fτng is generated.
Subsequently an exit wave function Ψðk⊥; rb; τnðωÞÞ is
computed for each snapshot and each STEM beam position
rb at a given thickness using the multislice method. This
process is iterated over all energy bins and the vibrational
energy loss spectrum is successively assembled in this way.
In order to separate the vibrationally scattered electron

intensity Ivibðk⊥; rb;ωÞ, the electron intensity is averaged
incoherently and coherently over the number of snapshots
N in the spirit of the quantum excitations of phonons model
[24]. The difference between both averages is the vibra-
tionally scattered intensity. We have thus

Ivibðk⊥; rb;ωÞ ¼
1

N

XN
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The vibrational intensity is integrated over the detector area
Ω to yield spectral information, ΔE ¼ ℏω, at each beam
position rb, i.e.,

Ivibðrb;Ω;ΔEÞ ¼
Z

Ω
dk⊥ Ivibðk⊥; rb;ΔEÞ: ð2Þ

Images are formed by integrating the spectra over a specific
energy window ½E−; Eþ� at every beam position, i.e.,

IE−;Eþ
vib ðrb;ΩÞ ¼

Z
Eþ

E−

dΔE Ivibðrb;ΔEÞ: ð3Þ

The obtainable energy resolution of our method is approx-
imately given by the range of heated frequencies Δω.
Currently Δω is implemented as a relative resolution
Δω ¼ 0.01 · ω0. For vibrational modes of energies between
50–200 meV, this frequency resolution translates to an
energy resolution of 0.5–2 meV.
The following four paragraphs contain a rather technical

description of the simulation procedure. A results- and
discussion-oriented reader can safely skip reading them.
In order to put our method to the test we chose

simulation parameters, which follow the experiment and
simulation of Ref. [21]. The simulation box contains 46
layers of hexagonal BN in AA0 stacking order, each of
which consists of 448 atoms in 16 × 14 hexagonal cells.
Periodic boundary conditions apply in all three spatial
directions and the dimensions of the relaxed orthogonal
simulation box are 34.59 Å × 34.95 Å × 148.13 Å.
MD simulations are carried out using a combination of

the i-PI and LAMMPS software packages [43–46]. At each
time step LAMMPS is used to evaluate the forces on the
nuclei using an empirical potential and i-PI performs the
time integration and thermostatting. The intra and inter
layer interactions of the nuclei are described by a Tersoff
and a specifically for hexagonal BN developed inter layer
potential [47,48]. Additionally a shielded Coulomb potential
accounts for partial charges as in Ref. [49]. All these
potentials are readily implemented in LAMMPS.
For nE ¼ 18 different molecular dynamics trajectories

are simulated, one for each energy bin in the range between
11.5 to 54.0 THz with an increment of 2.5 THz, which
correspond to phonon energies of around 50 to 220 meV.
The peak temperature T⋆ of the δ thermostat is set to 300 K
and the modes outside the heated range of frequencies are
maintained at 10−4T⋆. The GLE matrices defining the
properties of the thermostat are obtained from an online
repository [50,51]. The structure and simulation box size
are relaxed using the conjugate-gradient method as imple-
mented in LAMMPS at a target pressure of 0 bar before
starting the time integration. A time step of 0.5 fs is used to
simulate the molecular dynamics trajectories and snapshots
are taken every 1900–2000 time steps after an initial
equilibration of 50 000 time steps. In this way nsnap ¼ 64

snapshots are generated for each energy bin.
Elastic multislice calculations using the real space multi-

slice method [52] are performed on a numerical grid of
Nx × Ny × Nz ¼ 672 × 672 × 1532 points. The STEMgrid
was chosen such that one hexagonal cell of hexagonal boron
nitride (hexagonal BN) is covered with 14 × 16 beam
positions, of which only one half needs to be calculated
thanks to its symmetry. The electron beam is simulated for an
acceleration voltage of 60 keV, convergence angle of
31.5 mrad, and incident along the [0001] zone axis of
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hexagonal BN. In order to account for the finite energy
resolution of real microscopes the spectra are broadened by a
rectangular function of 20 meV width and unit integral. We
note that selection of system size and convergence over
snapshot number match those of conventional frozen-
phonon multislice calculations.
We considered two different positions of the detector in

our simulation, which are depicted in Fig. 1. We refer to a
detector, which is displaced by about 61 mrad along one of
the Kikuchi bands in the diffraction pattern, as a “dark
field” detector and the bright field detector is centered with

respect to the diffraction pattern. In both cases the detector
covers a collection semiangle of 22 mrad.
Figure 2 displays an overview of the results for a dark

field detector. The simulated spectra show clear peaks at
around 75 and 200 meV, corresponding to scattering on
acoustical and optical phonons, respectively. A clear differ-
ence in intensity between on and off column beam positions
over the whole calculated energy range is observed in the
spectra. By integrating the signal over energies between
50 and 225 meV according to Eq. (3), these intensity
differences can be exploited to form an image resolving the
positions of atomic columns, as shown at the top of

FIG. 1. Schematic overview of our simulation method. The idea
is to generate sets of snapshots for each energy bin, which is
excited by the δ thermostat. The snapshots are subsequently used
to simulate the propagation of an elastic electron wave function
through the crystal using the multislice method. Thereafter the
difference hjΨj2i − jhΨij2 of incoherent and coherent snapshot
averages of the exit wave function Ψ gives access to the
vibrationally scattered intensity Ivib. Integration over detector
collection angles yields spectra, which can be integrated over
energy to form images of the specimen. We distinguish in this
Letter between a dark field (DF) and bright field (BF) detector
positions as indicated in the central image in the lowest row. Refer
to the main text for more details on the calculation process and
used parameters.

FIG. 2. Dark field results: in the center, the broadened vibra-
tional electron energy loss spectra at on- and off-column beam
positions indicated in the top image are plotted. These spectra
display the largest difference in integrated intensity for any pair
of spectra in the data set. The top image is formed by integrating
the corresponding spectrum over the energy range 50–225 meVat
every pixel. The two lower images are formed by integrating over
50–100 and 180–220 meV. Refer to the main text for more details
on the simulated conditions. The scale bars correspond to a
distance of 2 Å.
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Fig. 2 and revealing the hexagonal structure of AA0-stacked
hexagonal BN. Such images are closely related to Z-
contrast images in the sense that they exhibit atomic
column contrast originating from electrons scattered on
thermal excitations. In Z-contrast imaging, however,
one uses annular dark field detectors and phonons of all
energies are excited, whereas here it is an off-axis circular
detector and only a specific range of phonon frequencies
is excited. The atomic-scale contrast is preserved if the
energy integration is performed over either the acoustical
or optical phonon energies only. The contrast, defined as
ðImax − IminÞ=ðImax þ IminÞ, is comparable for all three dark
field images.
Figure 3 shows an overview of the results for a bright

field detector. The simulated spectra show a much lower
difference in intensity between on and off column beam
positions than in the dark field case. This smaller difference
leads to a much lower contrast in the image, which is
formed by integrating over energies between 50 and
225 meV (at the top of Fig. 3). For images, which take

only energy ranges 50 to 100 and 180 to 220 meV into
account, a much lower contrast than in their dark field
counterparts is observed and atomic columns are not
resolved. All bright field images exhibit, however, vertical
brightness streaks.
We proceed to compare our results with the experiment

and simulation by Hage et al. [21]. In the dark field, our
images as well as the numerical value of the contrast agree
very well with their images. In the bright field, the contrast
value of the image for an energy range between 180 and
220 meV shown in Fig. 3 agrees well with the contrast in
the simulated bright field image presented by Hage et al.
Both simulated images are qualitatively similar and show a
“star of David”–like pattern, but each exhibits a different
kind of artifact. Our image approaches the expected
hexagonal symmetry, but it displays the previously men-
tioned brightness streaks, whereas the hexagonal symmetry
is mildly distorted in their image by the appearance of skew
threads.
The appearance of brightness streaks in our images is an

effect of our implementation of the frozen phonon simu-
lation. Due to computational constraints, the same snapshot
of the underlying vibrating crystal structure is used for all
beam positions of the same energy bin. The difference
between multislice passes for different beam positions is
therefore only a real space shift of the optical axis of the
beam, which leads to smooth images inside the calculated
region of the rectangular unit cell, but a sharp stripe contrast
is present at the border.
For images averaged over two or four snapshots, these

stripes are also visible in the dark field images but disappear
for larger numbers. Overall the dark field images were
visually well converged for 16 and 64 snapshots proved to
be not sufficient to reach full convergence in the bright
field. Analysis of the error in the intensity per pixel in the
diffraction pattern shows, that it decreases much slower in
the bright field than in the dark field case, since the relative
strength of the vibrationally scattered intensity is much
lower (10−4–10−6 vs 1–10−3). We could have chosen to
forcibly symmetrize the image, a procedure mentioned by
Loane et al. [27], but we decided against such a treatment,
in order to pinpoint the difficulty of achieving convergence
of the vibrational signal in the bright field.
Our method considers only impact phonon scattering and

dipolar scattering is not included. This is an excellent
treatment for high scattering angles (dark field) but less so
for small scattering angles (bright field) [16,23]. Including
dipole scattering would further reduce the contrast observed
in the bright field in Fig. 3, whereas it should have negligible
influence on the dark field results in Fig. 2 [21,23].
We note a difference between simulated and the exper-

imental spectra, namely that the peak corresponding to
longitudinal optical and transverse optical (LO and TO)
phonons is shifted by about 25 meV upwards in energy in
our simulated spectra with respect to the measurement in

FIG. 3. Same as Fig. 2, for the case of a bright field detector.
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Hage et al. The energy shift of the optical peak is an effect
caused by the empirical interatomic potential we have used,
which overestimates the energies of LO and TO phonon
branches by around 10–40 meV along high symmetry
directions in the Brillouin zone [47]. We have therefore
chosen the energy integration range for the image origi-
nating from optical phonons accordingly.
In terms of computational effort, the majority of the

simulation time is spent on the multislice calculations, of
which one requires nE × nsnap calculations per beam posi-
tion. In this work we have performed 18 × 64 ¼ 1152
multislice calculations per beam position, although for the
dark field detector already nsnap ¼ 16 snapshots were suffi-
cient for well converged results, leading to 288 multislice
calculations per beam position.
A general treatment of inelastic phonon scattering using

a multislice solution to Yoshioka’s equation is computa-
tionally very demanding [53]. Under a single inelastic
scattering approximation, it requires to compute the elastic
propagation of the initial wave function to a certain
thickness in the crystal, where the inelastic transition
happens. After the inelastic interaction, the electron wave
function is elastically propagated to the exit surface of the
specimen. Inelastic scattering on a particular phonon mode
from different depths in the crystal is coherent; thus it is
possible to integrate over the thickness of the crystal within
a single, albeit more complex, multislice calculation. Since
inelastic scattering on different phonon modes is to be
treated incoherently, this procedure needs to be carried out
for each phonon mode. Strictly speaking, this requires
nmodes multislice calculations, where nmodes ¼ 3 × nat and
nat is the number of atoms in the simulation box. Thus, for
an equally sized supercell and associated phonon wave
vector grid, as used in this work, one would need to perform
nmodes ≈ 60 000 multislice calculations per beam position.
However, since phonon modes with nonzero qz component
can often be neglected [23,31], the number of required
multislice calculations could be reduced by a factor of
ncell;z ¼ 23 (number of unit cells in the z direction) to about
2700. In layered materials with weak interlayer coupling,
such as hexagonal BN, the vibrational modes with displace-
ments dominantly within x, y plane vs z direction are well
separated, allowing for a further reduction factor of 2=3,
leading to approximately 1800 multislice calculations.
Beyond the scope of this work, a detailed discussion of

approximations inherent to our method remains, such as
neglect of dipole scattering contributions [23,54], treatment
of multiphonon and multiple phonon excitations [29,31],
effects of anharmonicity in the interatomic potentials [42],
inaccuracies resulting from parametrized interatomic poten-
tials and tractable ways to go beyond [55–57]. All these
aspects need attention and outline future directions stemming
from this work.
We have demonstrated a frozen phonon method for the

simulation of vibrational electron energy loss spectra for

pure impact scattering. The method agrees with other
published results and improves over other simulation
techniques by combining the ability to simulate spectra
with dynamical diffraction to all orders and the ability to
simulate different scattering geometries. The method comes
at reasonable computational effort and is straightforward
to implement. It thus provides an efficient and versatile
method for detailed simulations of vibrational spectro-
scopic experiments at high spatial resolution.
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