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The high surface sensitivity and controlled surface charge state of submicron sized droplets is exploited
to study low-energy electron transport through liquid interfaces using photoelectron imaging. Already a
few charges on a droplet are found to modify the photoelectron images significantly. For narrow escape
barriers, the comparison with an electron scattering model reveals pronounced quantum effects in the form
of above-barrier reflections at electron kinetic energies below about 1 eV. The observed susceptibility to the
characteristics of the electron escape barrier might provide access to these properties for liquid interfaces,
which are generally difficult to investigate.
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The interaction of low-energy electrons (LEE, <50 eV)
with condensed molecular matter is relevant to many fields,
ranging from radiation damage of biological systems, to
atmospheric chemistry and astrochemistry, to the engineer-
ing of electronic devices [1–6]. A phenomenon that has
received particularly broad attention in this context is the
formation of the solvated electron and the role it might play
in radiation damage [7–16]. Experimental studies mainly
concentrated on low-energy photoelectron transmission
(LEPET) or low-energy electron transmission (LEET)
spectroscopy of thin films [6], while liquid microjets,
aerosol particles, and molecular clusters were later sug-
gested as alternative samples for the investigation of LEE
transport in dielectrics [9,17–30].
Interfacial electron transfer and the scattering processes

it involves play a vital role in LEE transport [5,31–39], but
they are particularly difficult to investigate experimentally
in the case of (volatile) molecular liquids. Major obstacles
arise from radiation-induced charging and the incompati-
bility of high-vacuum conditions with thin-film and bulk
samples of high vapor pressure. As a result, there is still no
consensus even on the liquid-vacuum interface potential of
water [40–45], with reported values of the escape barrier
typically varying between 0.1 and 1.2 eV. The situation is
further complicated by the sensitivity of LEE escape from
interfaces to the presence of even only a few charges.
Corresponding studies are rather scarce [46,47], presum-
ably because it is difficult to control the exact charge state
of thin-film or bulk samples. Small particles have been used
to study electron impact or photoelectron charging mech-
anisms [17,18,48–50], but to the best of our knowledge the
LEE escape from the interface has not been investigated in
detail.
Here, we present the results of a combined experimental

and theoretical study of LEE transfer across liquid-vacuum
interfaces.Weuse angle-resolved photoelectron spectroscopy

of submicron-sized droplets to access information on the
photoelectron kinetic energy (eKE) and the photoelectron
angular distribution (PAD). Droplets offer important advan-
tages over thin-film or bulk samples for such studies:
(i) vacuum compatibility even for volatile molecular liquids,
(ii) no radiation-induced sample charging because of constant
sample refreshment, (iii) high surface sensitivity, and (iv) con-
trol over and independent determination of the charge state.
This allows us to exploit the high sensitivity of LEE below a
few eV to the properties of the interface potential and charge
state. The comparison with an electron scattering model
reveals that the photoelectron distribution is not only affected
by the electrostatic interaction with the droplet charge.
Depending on the characteristics of the interface potential
quantum effects can play a significant role in LEE transfer
through the liquid-vacuum interface.
Experiment.—Liquid dioctyl phthalate (DEHP) droplets

were produced by atomization (TSI model 3076) of neat
liquid DEHP, size selected in a differential mobility
analyzer (TSI model 3081) and charged in a home-built
corona-wire unipolar charger. Droplets with an average
radius hRDi of ∼210 nm were investigated in five different
average charge states hqi ¼ þ16, þ8, 0, −7, −15 (Figs.
S3-S6 of the Supplemental Material [51]; q is the number
of elementary charges). The droplets were then transferred
to vacuum by an aerodynamic lens (ADL) [52,53] and
resonantly two-photon ionized by a 266 nm nanosecond
laser. Photoelectron kinetic energies (eKEs) and angular
distributions (PADs) were recorded with a velocity map
imaging (VMI) spectrometer [54]. The resulting raw
images (see below) provide a two-dimensional projection
of the three-dimensional photoelectron velocity distribu-
tion. PADs were analyzed directly in terms of the raw
images, while eKE spectra were retrieved from the
three-dimensional velocity distribution reconstructed with
MEVIR [55] (see Ref. [51]).
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Electron scattering model.—The model for the photo-
ionization [step 1 in Fig. 1(a)], electron transport scattering
(step 2), electron escape at the droplet-vacuum interface
(step 3), and detection by VMI (step 4) follows our
previous work [9,19,21,30] with extensions for the treat-
ment of surface charges and electron escape at the droplet-
vacuum interface. A laser excites valence electrons into the
conduction band (step 1). The genuine binding energy
spectrum of DEHP required to describe this step was
determined from a fit to the experimental spectrum of
the neutral particles [hqi ¼ 0 in Fig. 2(b)] excluding eKEs
≤0.1 eV [51]. The obtained genuine spectrum (Fig. S7 in
the Supplemental Material [51]) is in reasonable agreement
with the calculated gas-phase spectrum of dimethyl phtha-
late with a gas-to-liquid shift of ∼2 eV, similar to benzene
[56–58]. Electron transport scattering (step 2) was modeled
with a probabilistic electron scattering model [9,19,30],
which amounts to a Monte Carlo solution of the transport
equation. The requisite differential scattering cross sections
(Fig. S8 [51]) were derived from data for benzene [59,60]
as described in Ref. [51]. We assume charges to be
uniformly distributed on the droplet’s surface adding a
constant potential inside the droplet [17] and a Coulomb
potential outside to the neutral droplet’s steplike barrier at
the interface with height V0 and width w [Fig. 1(b)]. The
effective potential experienced by the electron takes the
following form:

VðrÞ ¼ V0
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whereRD is the droplet’s radius, r the radial distance from its
center, and a ¼ tanh−1ð0.999Þ. The first term describes the
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FIG. 1. (a) Photoionization (1), electron transport scatte-
ring (2), escape at the droplet-vacuum interface (3), and VMI
detection (4). (b) Charge-dependent potential energy (excluding
centrifugal potential [51]).
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FIG. 2. (a) Experimental (top) and simulated (bottom) velocity
map images of DEHP droplets. Red is high, yellow is low, and
white is no electron intensity. The arrows indicate the laser
propagation and polarization direction. The simulations are for
V0 ¼ 1 eV and w ¼ 0.1 nm and a genuine photoelectron spec-
trum obtained by a fit to the neutral experimental eKE spectrum.
(b) eKE spectra retrieved for the neutral (black), positively (blue),
and negatively charged droplets (red). Additional simulation for a
charge of q ¼ 5 (green). The spectra are normalized to their
respective values at 1.5 eV. (c) Angular distribution of the
integrated low (left) and high (right) eKE signal for neutral
(black), positively (blue), and negatively charged droplets (red)
(see text and Ref. [51]). ϕ is the angle with respect to the direction
of light propagation. Distributions are normalized to their
respective values at ϕ ¼ 0.
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bare potential barrier with height V0 and width w. V0

specifies the position of the vacuum relative to the bottom
of the conduction band for the neutral particle.w defines the
width over which the barrier reaches 99.9% of V0. VCoulomb
and Vcentrifugal are the Coulomb and centrifugal potentials,
respectively (see the Supplemental Material [51]).
To account for quantum effects we calculate the trans-

mission probability T at the interface from the numerical
solution of the radial Schrödinger equation for the given
potential. As a consequence of centrifugal potential con-
tributions, T depends on the impact angle θ of the electron
relative to the surface normal [Fig. 3(c) and Ref. [51]).

Following transmission, electrons are propagated classi-
cally before their final velocity is projected onto the
detector plane to produce the image (VMI). Images
simulated for different sizes and charge states are averaged
according to the experimentally determined size and charge
distributions [51].
Results and discussion.—Figure 2(a) shows experimen-

tal photoelectron VMIs (top row) for droplets with average
charge states hqi ¼ þ16 (left), 0 (center) and -15 (right),
respectively. As a result of nanofocusing, the images show
strong asymmetry along the laser propagation direction
with higher electron intensity opposite the illuminated side
of the droplet [19]. Variation of the charge state from
positive to negative decreases the near zero eKE electron
signal (near the image center) and increases that of higher
eKE electrons (towards the image border). This is accom-
panied by a change in the angular distribution of the
electron signal. The trends become clearer in the eKE
spectra [Fig. 2(b), top row] and PADs [Fig. 2(c), top row]
retrieved from the images. Generally, good agreement is
found between experiments and scattering simulations
[Figs. 2(a), 2(b), 2(c), bottom row]. Based on their charge
dependence, the spectra can be divided into a high (>1 eV)
and a low energy (<1 eV) region:
High eKE region (>1 eV): The main feature in the eKE

spectra [Fig. 2(b)] is the charge-dependent energy shift of
the high eKE onset (Table I and Ref. [51]), which reflects
the corresponding shift of the vacuum level (Fig. 1).
Relative to the neutral case, spectra of positively charged
droplets are shifted towards lower eKE by up to 100 meV,
while we observe shifts to higher eKE of up to 250 meV for
negative charges. Most of the observed shifts of the high
eKE edge agree with the corresponding calculated average
shift of the vacuum level which is proportional to hqi
(Fig. S9 [51]). In this region the electron’s kinetic energy
significantly exceeds both the barrier height and even more
so the Coulomb shift of the vacuum level. The higher the
eKE value lies above the top of the barrier, the more
classical the transmission becomes. As a consequence the
shape of the high eKE edge is neither pronouncedly
influenced by quantum effects (see below) nor by the
shape of the barrier (V0 and w). The latter is illustrated by

(a)

(c)

(b)

FIG. 3. Simulated eKE spectra for (a) w ¼ 0.1 and
(b) w ¼ 10 nm. Blue line: V0 ¼ 0.5, black line: V0 ¼ 1.0, red
line: V0 ¼ 1.5 eV. The same genuine properties are used for all
simulations. (c) Electron transmission coefficient T for V0 ¼
1.0 eV and hqi ¼ 0 as a function of the eKE for w ¼ 0.1 (dash-
dotted lines) and w ¼ 10 nm (solid lines) for different incidence
angles θ (colors).

TABLE I. Charge-dependent high kinetic energy onset (eKE
onset) determined at the 1=e2 signal level [51] and energy shift
ΔeKE relative to the neutral case.

eKE onset (eV) ΔeKE (eV)

hqi Experiment Simulation Experiment Simulation

16 2.21 2.21 −0.11 −0.10
8 2.26 2.25 −0.06 −0.06
0 2.32 2.31 0 0

−7 2.40 2.37 0.08 0.06
−15 2.57 2.43 0.25 0.12
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the simulations for different values of V0 and wwhich leave
the high eKE region unaffected (Fig. 3). We note that
changing V0 or w cannot shift the photoelectron spectrum
on the eKE axis (as the surface charge does) but only affect
relative intensities in the spectrum.
Good agreement between experimental and simulated

PADs is reflected in the velocity map images [Fig. 2(a)].
This is illustrated in Fig. 2(c) for the charge-dependent
angular distribution of the integrated low (left column) and
high (right column) eKE signal. The traces were obtained
by integrating the images for each given direction over
electron velocities in the detector plane corresponding to
eKEs in the range 0.1–1.0 eV and 1.0–2.5 eV, respectively.
The direction is specified in terms of the angle ϕ with
respect to the direction of light propagation. Contrary to the
eKE spectra, no significant charge dependence is observed
in the high eKE range between 1.0–2.5 eV [Fig. 2(c), right
column and Fig. S10 in Ref. [51]). (The asymmetry with
respect to ϕ ¼ 0 in the experimental images for eKEs
between 1.0–2.5 eV is due to inhomogeneities of the
electron imaging detector.)
Low eKE region (<1 eV): Negative charges lead to

significantly lower electron signals at low eKE compared
with neutral and positive charges [Fig. 2(b)]. Even though
this general trend is captured by the simulation, there are
deviations between simulation and experiment, in particu-
lar for the neutral droplets. They can be partly attributed to
the larger experimental uncertainties in this low eKE range
and to difficulties in generating neutral droplets. Compared
with higher eKE electrons, it is more challenging to
quantitatively record very low eKE electrons, which are
much more sensitive to small perturbations (e.g., external
fields, imperfections in the VMI optics) affecting the
measured eKE values. Furthermore, the lower angular
resolution in the center of the electron detector strongly
reduces the signal to noise level for near zero eKE
electrons. Additional limitations arise for the neutral case,
where the simulation predicts a smaller near zero eKE
signal than found in the experiment. It is challenging to
generate completely uncharged droplets, and difficult to
quantify the exact charge state of droplets with very few
charges on them. All this is exacerbated by the high
sensitivity of the photoelectron spectrum in the low eKE
region to the presence of even a small number of charges.
This is illustrated by the simulation for q ¼ 5 in Fig. 2(b)
(green line). Already a small amount of positive charges
considerably increases the signal near zero eKE compared
to uncharged particles.
The observed charge-dependence of the spectra in the

low eKE region results from the electrostatic interactions of
the electrons with the charged droplet surface following the
escape. The main effect is the overall shift of the photo-
electron spectrum already discussed above for the high
kinetic energy edge. In contrast to high eKE electrons, the
relatively large de Broglie wavelength (∼1.7 nm at 0.5 eV)

of low eKE electrons makes them very sensitive to quantum
effects and the exact shape (V0 and w) of the interface
potential. Simulated eKE spectra for different barrier
heights (V0 ¼ 0.5, 1.0, and 1.5 eV) are shown in
Figs. 3(a) and 3(b) for two limiting cases of the barrier
widths w ¼ 0.1 and 10 nm, respectively. The latter is
certainly broader than would appear physically plausible.
Here it only serves to illustrate a limiting (classical)
behavior. A higher barrier is equivalent to a lower bottom
of the conduction band and hence higher eKE of the
electron inside the droplet. In this way, the relative
abundance of low eKE electrons increases with V0 as a
consequence of the energy-dependence of the electron
scattering cross sections (Fig. S7 [51]). A narrow, steplike
barrier [w ¼ 0.1 nm, Fig. 3(a)] represents a case where
quantum effects on the electron escape play a prominent
role. These effects are suppressed in the case of a broad,
smooth barrier [w ¼ 10 nm, Fig. 3(b)]. Irrespective of the
barrier height V0, the relative abundance of low eKE
electrons is lower for the narrow barrier (w ¼ 0.1 nm),
where quantum (above-barrier) reflections reduce the
electron transmission through the interface. For a fixed
barrier height V0 ¼ 1 eV and charge state hqi ¼ 0,
Fig. 3(c) shows the transmission coefficient T as a function
of eKE for w ¼ 0.1 (dashed lines) and w ¼ 10 nm (full
lines) for different incidence angles θ (angle relative to the
surface normal). Quantum reflections in the case of the
narrow barrier strongly reduce T for eKE < 1 eV, while the
broad barrier produces an almost classical transmission
behavior. This holds regardless of the droplet charge,
though it is most evident for the negatively charged
droplets, where the sharp signal cutoff for w ¼ 10 nm
transforms into a smoother decrease for w ¼ 0.1 nm
[Figs. 3(a) and 3(b)]. With increasing barrier height V0,
the difference between the eKE spectra for w ¼ 0.1 and
10 nm becomes more pronounced as a result of the stronger
reduction of T for higher barriers (Fig. S11 and S12 [51]).
Significant contributions to the electron transmission aris-
ing from tunneling (as opposed to quantum reflections) are
not found in the simulations, as expected for the relatively
broad potential cusp at the barrier (Fig. 1).
In contrast to the high eKE region [>1 eV, Fig. 2(c),

right], the angular distributions of low eKE signal [<1 eV,
Fig. 2(c), left] is sensitive to the droplet charge. Fig. S11
[51] reveals that the highest sensitivity arises for the lowest
eKE values (<0.5 eV), i.e., the region where quantum
transmission effects are pronounced [Fig. 3(c)]. The general
trend is a reduction of the degree of forward scattering from
negative to neutral to positive charge. Most of the effect has
a classical origin: electrons are accelerated (or decelerated)
by the Coulomb potential. If they exit the droplet at a
nonvanishing angle to the surface normal (impact angle θ,
finite angular momentum) negative charges (acceleration)
will reduce and positive charges (deceleration) increase that
angle compared with the neutral case. As most electrons are
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ejected in the direction of light propagation, negative
(positive) charges will on balance reduce (increase) the
relative abundance of electrons moving orthogonal to the
direction of light propagation, which is what we observe.
Although largely classical, this effect is enhanced by
above-barrier reflection, which preferentially reduces the
transmission of electrons with large impact angles θ. This
quantum effect becomes more pronounced in going from
positive to negative charging of the droplets (θ ¼ 0 in
Fig. S11 vs θ ¼ 60° in Fig. S12 [51]).
Conclusion.—Angle-resolved photoelectron spectros-

copy of neutral, positively, and negatively charged droplets
at electron kinetic energies below a few eV provides
information on the electron escape from liquid interfaces.
From the position of the high kinetic energy onset of the
electron signal, we can determine charge-dependent bind-
ing (ionization) energies—which have been elusive to
experimental probes for liquids. At very low kinetic
energies (<1 eV) the photoelectron spectra are highly
sensitive to the exact charge state as well as the height
and width of the electron escape barrier. The quantum
effect of above-barrier reflections at narrow barriers
strongly reduces the abundance of very low kinetic energy
electrons compared with broader barriers. The comparison
with an electron scattering model shows that tunneling—in
contrast to reflection—does not significantly contribute to
the observed photoelectron spectra. So far, consistent
experimental values of barrier heights and widths are not
available for most liquids, including water. The droplet
approach might provide new experimental access to escape
barrier properties even for such liquid interfaces.
Furthermore, droplets offer a way to systematically inves-
tigate the influence of the charge state on the photoelectron
spectra of liquids—an issue that is being discussed with
regard to liquid-microjet photoelectron spectroscopy and
more generally in the context of radiation-induced sample
charging in condensed phase photoelectron spectroscopy.
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