PHYSICAL REVIEW LETTERS 123, 240604 (2019)

Convergence of Nonperturbative Approximations to the Renormalization Group

Ivan Balog®,' Hugues Chaté®,>**

Bertrand Delamotte,4 Maroje Marohni¢ ,5 and Nicolds Wschebor®

'Institute of Physics, Bijenicka cesta 46, HR-10001 Zagreb, Croatia
Service de Physique de I’Etat Condensé, CEA, CNRS Université Paris-Saclay, CEA-Saclay, 91191 Gif-sur-Yvette, France
3Compl,ttalional Science Research Center, Beijing 100094, China
*Sorbonne Université, CNRS, Laboratoire de Physique Théorique de la Matiére Condensée, LPTMC, F-75005 Paris, France
5Visage Technologies AB, Diskettgatan 11A SE-583 35 Linkoping, Sweden
®Instituto de Fisica, Faculdad de Ingenieria, Universidad de la Repiiblica, 11000 Montevideo, Uruguay

® (Received 4 July 2019; published 13 December 2019)

We provide analytical arguments showing that the “nonperturbative” approximation scheme to Wilson’s
renormalization group known as the derivative expansion has a finite radius of convergence. We also
provide guidelines for choosing the regulator function at the heart of the procedure and propose empirical
rules for selecting an optimal one, without prior knowledge of the problem at stake. Using the Ising model
in three dimensions as a testing ground and the derivative expansion at order six, we find fast convergence
of critical exponents to their exact values, irrespective of the well-behaved regulator used, in full agreement
with our general arguments. We hope these findings will put an end to disputes regarding this type of

nonperturbative methods.
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Wilson’s renormalization group (RG) is an extraordinary
means of understanding quantum and statistical field
theories. Its perturbative implementation [1-3], in particu-
lar under the form of the e expansion, has been a very
efficient toolbox. Real-space renormalization [4] and the
1/N expansion [5] have been important conceptually, but
remained unable to yield accurate results in most physically
relevant cases. However, 25 years ago, an alternative
formulation of Wilson’s RG allowing for new “nonpertur-
bative” approximation schemes [6]—which are anyway
needed to solve the exact RG equation—has led to
remarkable results on problems that are very difficult or
fully out of reach of the perturbative approach [7-11].

This nonperturbative approach to the RG (NPRG here-
after) is versatile, allowing us to treat equilibrium and
nonequilibrium problems, disordered systems, with access
to both universal and nonuniversal quantities. To list a few
successes just within statistical physics, let us mention the
random field Ising model (spontaneous supersymmetry
breaking and the associated breaking of dimensional
reduction in a nontrivial dimension) [12,13], the Kardar-
Parisi-Zhang equation in dimensions larger than one (iden-
tification of the strong coupling fixed point) [14-16], the
glassy phase of crystalline membranes [17], the phase
diagram of reaction-diffusion systems [18,19], etc.

Most of these results were obtained using an NPRG
approximation scheme known as the derivative expansion
(DE). In a nutshell, the underlying ideas are as follows: The
exact NPRG equation governs the evolution of an effective
action I'; (in the field theory language the generating
functional of one-particle irreducible correlation functions)
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with the RG momentum scale k. In the NPRG approach, a
regulator function R;(g?) ensures that the large wave
number modes (with ¢g> > k?) are progressively integrated
over while the others are frozen. When k£ = 0, all statistical
fluctuations have been integrated and I',_y = I, the Gibbs
free energy of the model. The DE consists in approximating
the functional I'y[¢], where ¢ represents all the fields of
the problem, by its Taylor expansion in gradients of ¢
truncated at a finite order.

In spite of its undeniable successes, the DE—and the
NPRG in general—has often been criticized. Two main
points are usually raised, the (apparent) lack of a small
parameter controlling its convergence and the arbitrariness
induced by the choice of the regulator function R. Indeed,
within any approximation scheme, the end results do carry
a residual influence of R;. This has been often invoked
against the NPRG approach, even though the dependence
on R, is similar to the renormalization scheme dependence
in perturbation theory [20].

In this Letter, we aim to put an end to this controversy.
We use the Ising model as a testing ground both because its
relative simplicity allows us to study the sixth order of the
DE and because its critical exponents are accurately known
[21-23]. We provide numerical evidence and analytical
arguments showing that the DE not only converges, but
does so rapidly. Contrary to usual perturbative approaches
(for a previous perturbative study of the convergence of the
DE, see [24]), we find that the DE has (i) a finite radius of
convergence and (ii) a fast convergence, even at low orders,
when the anomalous dimension is small. We also discuss
the respective quality of regulators R;(g?) and propose
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empirical rules for selecting optimal ones, without prior

knowledge of the problem at stake. We argue that our
conclusions are most likely generic.

We start with a brief review of the NPRG, specialized
here to the ¢* model for convenience [25]. A one-parameter
family of models indexed by a scale k is defined such that
only the short wavelength fluctuations, with wave numbers
q = |q| > k, are summed over in the partition function Z;.
The decoupling of the slow modes, ¢(|q| < k), in Z is
performed by adding to the original Hamiltonian H a
quadratic (masslike) term which is nonvanishing only for
these modes:

211 = [ Doexp (—H[ca]—AHk[(pH / pr), (1)

X

where AH[¢] = 1/2 [, Ri(q*)¢(q)¢(—q). The form of

the regulator function R;(g?) is discussed in detail below
[see Egs. (7a) and (7c) for examples used here]. The k-
dependent Gibbs free energy I'y[¢] [with ¢(x) = (p(x))]
is defined as the (slightly modified) Legendre transform of
log Z,[J]:
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The exact RG flow equation of I'; reads [7-9]
_1 2\ (1@ -1 .
O = ) OR(q”)(T +Ri) g, —q: 9], (3)
q

where ¢ =log(k/A) and 1",((2) [q,—q;¢] is the Fourier
transform of the second functional derivative of I'[¢].
The DE consists in solving Eq. (3) in a restricted functional
space where I';[¢] involves a limited number of gradients
of ¢ multiplied by ordinary functions of ¢. Zeroth order is
the commonly used local potential approximation (LPA):
only the momentum dependences present in H are kept
in the correlation functions. For the @* model, I';[¢] is
then approximated by [ [U,(¢) + 1 (V¢)?]: only a running
potential term is retained. At order s = 6, the ansatz for I';
involves 13 functions (see [26]):

rlgl= [t Vi) + 520 0,07+ SWH 0,0,
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The flow of all functions is obtained by inserting the
ansatz (4) in Eq. (3) and expanding and truncating the right-
hand side on the same functional subspace. In practice, this
is implemented in Fourier space. For instance, we obtain

from Eq. (4) that Z,(¢) = 8,.T (p; )], With ¢ a

constant field. Thus, the flow of Z;(¢) is given by the

p? term of the flow of F,(f)(p;qb).

At criticality—the regime of interest here—the RG flow
reaches a fixed point. In practice, the fixed point is
reachable when using dimensionless and renormalized
functions denoted below by lowercase letters. We proceed
as usual [10] by rescaling fields and coordinates. Here
% =kx, ¢p(F) =/Z%D2¢(x). Functions are then
rescaled according to their canonical dimension and renor-
malized by (Z{)"/? where n is the number of fields they
multiply in the ansatz (4). This leads to Z;(¢) = Z0z(9).
The absolute normalization of both Z9 and 2 () is defined
only once their value is fixed at a given point. We use the
(re)normalization condition: zk(cf)o) = 1 at a fixed value ¢,
The running anomalous dimension is then defined by
e = —0,log Zg. It becomes the anomalous dimension 7
at the fixed point [10].

Let us now give analytical arguments in favor of the fast
convergence of the DE. We continue using the ¢* theory
here, but our results are more general. The key remark is
that the momentum expansion applied away from critical-
ity, either in the symmetric or broken phase, is known to be
convergent with a finite radius of convergence. For in-
stance, calling m the mass, that is, the inverse correlation
length, the ¢, in

T (p,m) _T(p.m) _

p2 o pZ n
= I+=+) a (—) (5)
r&0.m)  1(0.m) m’ Z m’

are universal close to criticality and behave at large n as
Cps1/Cn~—1/9 and —1/4 in the symmetric and broken
phases respectively (see, e.g., [3]). These behaviors follow
from the fact that the singularity nearest to the origin in the
complex p? plane is 9m? (4m?) because the Minkowskian
version of the theory has a three-particle (two-particle) cut
in the symmetric (broken) phase respectively [27]. Any
regulator acts as a (momentum dependent) mass term.
Thus, the critical theory regularized by R;(g?) should be
similar to the noncritical (massive) theory and should
therefore also have a convergent expansion in p?/k>—
which is nothing but the DE—with a finite radius of
convergence that we call ‘R typically between 4 and 9 as
we show below.
At criticality and for s = 6, the analog of Eq. (5) is

2 a a
F1(< )(P’f.i’) + R (0) _ Zp* + Wip* +X{p°
r'(0,¢) + R (0) Ui+ Ri(0)
p2 WEU*” p4 xZU*uz p6

L L
2 *2 4 *3 6
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(6)
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where the field dependence on the right-hand side has
been omitted, primes denote derivation with respect to
¢ or ¢, u*, 7*, wi, xi, stand for the dimensionless functions
of ¢ at the fixed point, and mZ; = K*v*"/z* with
v =y Rk(O)/ngz.

If the two expansions (5) and (6) are indeed similar then
mgff must be the mass generated by the regulator and the
coefficients of p*/m¥; and p®/mS; must be analogous to
¢, and c3 in Eq. (5). As for m., if it is indeed generated by
the regulator, it must be of order R;(q> = 0) ~ ak® [see
discussion below and Eq. (7)].

It is known that the ¢, in Eq. (5) form an alternating
series and that they are very small [3]: In the symmetric
phase, ¢, = =4 x 107* and c¢3 = 0.9 x 10~ and in the
broken phase, ¢, ~—1072 and c3 ~4 x 1073, Together
with the fact that the series in Eq. (5) has a finite radius
of convergence, this suggests that it not only converges but
that it does so rapidly.

Let us now discuss the role and shape of the regulator
function Ry (¢*). The DE—like any approximation
scheme—introduces an influence of the choice of Ry
on the end results [28]. There exist some constraints and
a priori guidelines to choose R, so that its influence stays
minimal. First, R; must freeze the small momentum
modes ¢(|q| < k) in Z,[J] [Eq. (1)], so that they decouple
from the long-distance physics. It must also leave
unchanged the large momentum modes ¢(|q| > k).
Second, because the DE is a Taylor expansion of the

F,i’”({p,»}) in powers of p, - p;/k* (around 0), it is valid
provided p; - p;/ k*> < R. This implies that whenever the

F;c")’s are replaced in a flow equation by their DE, the
momentum region beyond R must be efficiently cut off.
This is the role of the O,Ri(¢*) term in Eq. (3). It
suppresses this kinematic sector in the integral over the
internal momentum q if R;(g?) almost vanishes for
|q] = k. On the other hand, modes ¢(|q| < k) are almost
frozen if R;(q?) is of order k* for |q| < k. These two
characteristic features give the overall shape of R.(g?).
Note also that if a nonanalytic regulator is chosen, one
must make sure that the nonanalyticities thus introduced
in the complex plane of ¢* are further than R from the
origin. Finally, at order s of the DE the flow equations of
the functions involve 9,R;(¢*) and 822Rk(q2) from order

n =1 to s/2. Since the DE is performed around g = 0, it
is important that these derivatives decrease monotoni-
cally: if not, a “bump” at a finite value ¢g* = ¢3 > 0 would
magnify a region around g, which is less accurately
described by the DE [30].

Taking into account all the prerequisites above, we have
considered either regulators that are C* in the complex
plane of g2, decay rapidly but do not vanish for g > k, or
functions that vanish identically for g > k, are not C* but
are sufficiently differentiable for regularizing the DE at the

order s studied, and have their derivatives as small as
possible for g ~ k. Specifically, we used

Wi(q?) = aZ)kPy/lexp(y) — 1], (7a)
OU(4?) = aZW(1=y)'0(1 —y) neN, (7b)
E(q?) = aZk* exp(-y), (7¢)

where y = ¢*/k*>. We show in [26] that ©(g?) is
equivalent to Ey(g?).

We now present our results [31]. We focus here on the
three-dimensional (3D) case, for which near-exact results
are provided by conformal bootstrap [21-23], but we have
obtained similar results in two dimensions [29]. For each
regulator function R;, we have calculated the critical
exponents v (associated with the divergence of the corre-
lation length) and #n [40], as well as the different ratios
appearing in Eq. (6), at orders s = 0 (LPA), 2, 4, and 6.
(Numerical details can be found in [26]) These quantities
depend on the parameters of R, that is, for the regulators
(7), on a that we typically vary in the range [0.1, 10].

Each regulator function we studied yielded very similar
results. We first discuss those obtained with (7c). In Fig. 1,
we show the curves v(a) and n(a) for orders s =2 to 6.
At each order, exponent values exhibit a maximum or a
minimum at some value q,y, as a varies. Following a
“principle of minimal sensitivity” [32,41], we select the
values v(aqy) and 7(a,y) taken at the extrema as our best
estimates. Note that this is the situation closest to the exact
theory, for which there is no dependence on the regulator.

At a given order s, agﬁ and a(()'g are close but different, and

their difference decreases fast with increasing s; see Fig. 1.

0.632 ]

0.63
>
0.628

0.626 - 4

0.045r 3

— 2
0.04F / ~order2 T
= v — order 6

0.035F -- conformal bootstrap|]

0.03} /’\

FIG. 1. Exponent values v(a) and n(«) at different orders of the
DE for regulator (7c). Vertical lines indicate ay,. LPA (s = 0)
results do not appear within the narrow ranges of values chosen
here (see Table I).
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TABLE L

Three-dimensional Ising critical exponents obtained with regulator (7c) at orders s = 0 (LPA) to 6.

Absolute distances between these values and the near-exact conformal bootstrap [23] ones are given by |5v| and |57|.
Monte Carlo [42], high-temperature expansion [43], and six-loop perturbative RG values [2] are also given for

comparison.

DE v |6v| n |6n|
s=0 0.65103 0.021 06 0 0.036 30
s=2 0.627 52 0.002 45 0.04551 0.009 21
s=4 0.63057 0.000 60 0.03357 0.002 73
s=06 0.63007 0.000 10 0.036 48 0.000 18
Conformal bootstrap 0.629971(4) 0.036 297 8(20)

Six loop 0.6304(13) 0.0335(25)

High T 0.630 12(16) 0.036 39(15)

MC 0.63002(10) 0.03627(10)

Important remarks are in order. For each exponent,
increasing s: (i) extrema alternate between being given
by a maximum and a minimum; (ii) the local curvature at
aop increases; (iii) strikingly, the exponent values at ay
essentially alternate around and converge very fast to values
very close to the conformal bootstrap “exact” ones. (At
order 6, the optimal value of v “crosses” the exact value, but
these two numbers coincide up to three or four significant
digits; see Fig. 1 and Table I.) The increase of curvature at
@y and the accompanying faster variations of exponent
values with a as s is increased imply that it is crucial to
work with the optimal values given by the extrema, that is

y(afﬁ) and n(a(()'g,{). This fast, alternating convergence is

due to the alternating nature of the series of coefficients c,,.
The speed of convergence is also in agreement with our
considerations above about the radius of convergence R of
the DE at criticality: the amplitude of the oscillations of
the optimal values considered as functions of s decreases
typically by a factor between 4 and 10 at each order s
(Table I).

As mentioned above, all regulators we studied yield very
similar results. For each exponent, the dispersion of values
(over all regulators studied) typically also decreases by a
factor 4 to 8 when going from one order s to the next,
something we interpret as another manifestation of the
radius of convergence of the DE; see Table II. We also
noticed that regulators not satisfying our prerequisites very
well typically yield “worse” results, somewhat away from
those given by the set of good regulators (7) [29]. Our
extensive exploration of regulators, including some multi-
parameter ones not described here, thus leads us to
conjecture the existence, for a given exponent and a given
order of the DE, of an optimum-optimorum value, a
“ceiling”—or a “floor”, depending on the exponent and
the order considered—that cannot be passed by any
regulator (taken at its optimal parameter value @,py). In
particular, at LPA level, we did not find any regulator able
to yield a v value below the one given by the Wilson-
Polchinski approach vywp = 0.6496 [33]. We recall that

this value is the one given by regulator ®}, which thus
appears, under our conjecture, as the optimal regulator at
LPA level [34.,44].

The above conjecture, if adopted, allows us to order
regulators by increasing quality. Pending a proof, or,
better, a constructive method to determine optimal regu-
lators, we propose to use, at each order s, the range of
exponent values over a family of “reasonable” regulators
to define typical values (given by the middle of this range)
and error bars (given by the half-range, which may appears
as a conservative estimate). The resulting numbers are in
Table II. To estimate asymptotic (s — oo) values for a
given problem treated by the DE, we propose to extrapolate
results obtained at low orders taking into account the
facts uncovered above: The exponents, considered as
functions of s, should have a monotonic as well as an
oscillating  contribution. For instance v(s) =rv +
a, =" + b, (=1)*/2p~5/2  where, typically, 4<p<9
(given by the radius of convergence) and a and b are
unknown coefficients. By considering all the regulators
we have studied as well as all values of  between 4 and 9
we obtain a dispersion of asymptotic estimates, whose
mean and maximal extent give us the following final
numbers and associated error bars (Table II, see also [26]):

TABLEII. Exponent values given by the middle of the range of
values observed over the family of regulators (7a)—(7c). Error
bars are simply given by the half range. Extrapolation to
asymptotic (s — oo) values are obtained by fitting the finite-s
ones (see text).

Derivative expansion v n
s =0 (LPA) 0.651(1) 0
s=2 0.6278(3) 0.0449 (6)
s=4 0.630 39(18) 0.0343(7)
s=06 0.630 12(5) 0.0361 (3)
§ = 0.6300(2) 0.0358(6)

Conformal bootstrap 0.629971(4) 0.036 297 8(20)
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v =0.6300(2) and n = 0.0358(6). Remarkably, these are
in excellent agreement with conformal bootstrap values
v =0.629971(4) and n = 0.0362978(20), and better than
perturbative six-loop ones.

We now come back to the momentum expansion of

F,iz) (p,¢) + R.(0) in the light of our results. We empha-
sized above that if m in Eq. (6) is the mass generated by
the regulator then it must be of order R;(g* = 0) ~ ak?,
which implies that we should have u*”/z o« a. Remarkably,
this relation is satisfied to a high accuracy for all regulators
we have studied when using our optimal values agy;
see [26]. We have also checked for all regulators and all
¢ that wiv*"/z*2 < 0 and xv*"2/z*3 > 0 in agreement
with the signs of ¢, and c¢3. The ratio r = xju*"/(w}z*),

which plays a role analogous to ¢3/c,, varies between — %

for (} around (Zmin, the minimum of the potential, and — i at
large ¢ and is largely regulator independent (see [26]).
These values typically correspond to what is found in the
symmetric and broken phases, respectively, which is
expected for a regularized theory at criticality.

We now go a step further and explain the behavior of the
coefficients of p* and p® in Eq. (6). At criticality, when

p>k, F,(cz)(p, 0) =~ F,({Q:)O(p, 0) o p>7. On the other hand,

when p <k, F,((z)(p) is given by Eq. (6) at ¢ =0.

Matching these two expressions for p ~ k, we find a simple

analytic representation of the form F,(Cz)(p) ~Ap?*(p* +
bk*)™"/2 + m? where A and b are constants and m;_y = 0.
Expanded in powers of p?/k?, this expression yields
an alternating series with a negative coefficient starting
from p* and a positive one for p® as in Eq. (5). Moreover,
all coefficients of the series from p* are proportional
to n, which makes all of them naturally small, again as
in Eq. (5). We therefore conclude that the DE is a
convergent expansion with (i) a finite radius of convergence
typically between 4 and 9 and, (ii) a rapid convergence
because all the coefficients of the (p?/k?)" terms with
n > 2 are proportional to 5, which is small for the 3D Ising
model [45].

In summary, we have shown that the derivative expan-
sion often used in NPRG studies has a finite radius of
convergence and we provided guidelines for choosing the
regulator function at the heart of the procedure. Using the
Ising model in three dimensions as a testing ground, we
find fast convergence of critical exponents to their exact
values, irrespective of the well-behaved regulator used, in
full agreement with our general arguments. Our findings
naturally extend to many other models—those having a
unitary Minkowskian extension—and to other NPRG
approximations such as the Blaizot-Mendéz-Wschebor
scheme [46—48]. This establishes that the NPRG approach
is not only versatile, being able to deal with any equilibrium
or nonequilibrium model, but also quantitative, providing
accurate results even at low orders.
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