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We demonstrate high fidelity two-qubit Rydberg blockade and entanglement on a pair of sites in a
large two-dimensional qubit array. The qubit array is defined by a grid of blue detuned lines of light with
121 sites for trapping atomic qubits. Improved experimental methods have increased the observed Bell state
fidelity to FBell ¼ 0.86ð2Þ. Accounting for errors in state preparation and measurement we infer a fidelity of
F-SPAM
Bell ¼ 0.88. Accounting for errors in single qubit operations we infer that a Bell state created with the

Rydberg mediated CZ gate has a fidelity of FCZ
Bell ¼ 0.89. Comparison with a detailed error model based on

quantum process matrices indicates that finite atom temperature and laser noise are the dominant error
sources contributing to the observed gate infidelity.
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Achieving the promise of a computational advantage
for quantum machines is predicated on the development of
approaches that combine a large number of qubits with a
high fidelity universal gate set. A broad range of exper-
imental platforms for quantum computing are being devel-
oped [1] and very high fidelity two-qubit gates have been
implemented in trapped ion and superconducting systems
with small numbers of qubits: FBell ≥ 0.999 with two
trapped ions [2] and a phase gate fidelity FCZ

> 0.99 with
five superconducting qubits [3]. As the number of qubits in
a quantum computer is scaled up, crosstalk and undesired
interactions limit fidelity. Average Bell state fidelities of
FBell ¼ 0.975 were obtained in an 11 qubit ion trap [4]. An
approach based on encoding in hyperfine states of optically
trapped neutral atoms holds great promise for scaling qubit
number without limiting gate fidelities. The physical
attribute that enables scaling with low crosstalk is the
separation by 12 orders of magnitude between the weak
coupling strength of neutral atom hyperfine qubits, and the
strong interactions of Rydberg excited atoms [5] that enable
entangling gates [6]. We report here on experimental
progress in achieving high two-qubit entanglement fidelity
in a 2D array. This gate was performed on atoms occupying
just two trap sites in the full array. However, because a large
grid of qubits (121 traps with an average of 55% loading)
was used, the architecture is compatible with scaling to
algorithms involving many qubits. The Bell state fidelity of
FCZ
Bell ¼ 0.89, together with previously demonstrated single

qubit gates with F > 0.99 [7,8], and atom rearrangement
capabilities [9], suggest that neutral atom arrays will soon
be capable of advancing the state of the art in gate based
quantum computing.
A computationally universal quantum gate set can be

built from one- and two-qubit operations on neutral atom

qubits. One-qubit gates with fidelities determined by
randomized benchmarking exceeding 0.99 and intersite
crosstalk less than 0.01 have been demonstrated in 2D [7]
and 3D [8] arrays of neutral atom qubits. However, the
fidelity of two-qubit entangling gates has been limited to
much lower values. The highest fidelity results from the last
few years for entanglement of pairs of neutral atoms are
0.79 [10], 0.81 [11], 0.59 [12], 0.81 [13]. These fidelity
numbers are corrected for state preparation and measure-
ment (SPAM) errors and in some cases also atom loss.
Recently, qubits encoded in one hyperfine ground state and
one Rydberg state were demonstrated with entanglement
fidelity of 0.97 [14], although Rydberg encoding limits the
coherence time to< 0.1 ms, much shorter than the seconds
of coherence time demonstrated with qubits encoded in
hyperfine ground states [8,15].
The experimental setup is an upgraded version of that

described in Ref. [10]. A two-dimensional array of Cs
atoms is prepared using a projected optical lattice with
period d ¼ 3.1ð1Þ μm (numbers in parentheses are uncer-
tainties in the last digit) and wavelength λ¼ 825 nm. (see
Fig. 1). In contrast to our previous work with a Gaussian
beam array [16], the array structure is defined by a square
grid of lines of light prepared using diffractive optical
elements [17]. Each unit cell provides 3D atom confine-
ment with transverse localization due to the repulsive walls
of blue-detuned light, and axial confinement perpendicular
to the plane of the array provided by diffractive spreading
of the lines. We measure vacuum limited lifetimes of∼30 s,
longitudinal coherence times in the Cs clock states of
T1 ¼ 0.75 s, and an average temperature of Ta ≃ 15 μK.
This temperature implies a limit on the clock state coher-
ence time of T�

2 ¼ 1.6 ms due to motional variation of the
trap light intensity.
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The array is prepared by combining four laser sources
with different frequencies such that the four beams defining
each unit cell are separated by many MHz, but the
frequencies are repeated in neighboring cells. With this
configuration the structure and position of each trapping
site are insensitive to phases from variations in optical
path length. However, Talbot interference still occurs
leading to additional trapping planes at axial separations
of L ¼ 2ð2dÞ2=λ ¼ 93 μm. Detection of atoms in the array

is hampered by scattering from atoms in the additional
Talbot planes. We effectively reduce the background noise
with regions of interest for each trap site determined using
an independent component analysis (ICA) algorithm [17],
see Fig. 1. Alternatively the Talbot planes can be eliminated
by making each line a different frequency. We have
implemented this using acousto-optic deflectors to generate
arrays with up to 196 trapping sites and an average of
110 trapped atoms. Details of this approach will be given
elsewhere [18].
The trapped Cs atoms are optically pumped into the

clock states which form a qubit basis of j0i ¼ j6s1=2;
f ¼ 3; mf ¼ 0i and j1i ¼ j6s1=2; f ¼ 4; mf ¼ 0i. State j1i
is resonantly coupled to the Rydberg state jRi ¼ j66s1=2;
mj ¼ −1=2i using a two-photon transition with counter-
propagating λ1 ¼ 459 nm ðσþÞ and λ2 ¼ 1038 nm ðσ−Þ
laser beams which couple 6s1=2 → 7p1=2 → 66s1=2. We
detune by þ680 MHz from the center of mass of the 7p1=2

state and use a magnetic bias field of 0.6 mT directed along
the quantization axis, which is collinear with the beam k
vectors, to separate the Rydberg mj ¼ �1=2 states. The
choice of Rydberg principal quantum number is lower than
in our previous demonstrations to minimize background
electric field perturbations. With the small array period
used here there is sufficient blockade strength and state
lifetime at n ¼ 66 that the resulting errors are minor
contributions to the overall error model (see Table I below).
The Rydberg excitation beams are focused to beam

waists (1=e2 intensity radii) of w1 ¼ w2 ¼ 3.0 μm which
are pointed to address desired array sites using two crossed
acousto-optic modulators for each beam. Using acousto-
optic modulators we address different array sites with

TABLE I. Error budget for Bell state preparation using experimental and calculated values. Individual error sources are combined by
propagating the input state through a series of quantum processes using χ matrices [19].

Quantity Error Fidelity estimate

Atomic parameters and finite temperature effects
Ground-Rydberg Doppler dephasing on control (calculated) 0.013
Rydberg radiative lifetime on control (calculated) 0.0075
Scattering 7p1=2 per atom per π pulse per Rydberg beam (calculated) 0.0012
Blockade leakage (calculated) 0.001
Atom position in Rydberg beams per atom per Rydberg π pulse (measured) 0.0025
Laser noise per atom per π pulse (measured) 0.0025
Rydberg crosstalk for j01i (measured) 0.005
Rydberg laser dephasing per atom per Rydberg π pulse (measured) 0.018 (nonblockaded)

0.006 (blockaded) FCZ
Bell ¼ 0.887

Single qubit errors
Global per atom per μ wave π=2 pulses (4 total) (measured) 0.0028
Stark-shift pulse (measured) 0.006 F-SPAM

Bell ¼ 0.877

SPAM errors
Readout loss per atom per readout (initial and final) (measured) 0.0025
Optical pumping per atom (estimated) 0.005
State measurement error per atom (measured) 0.000 15 FBell ¼ 0.853
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FIG. 1. Atomic qubit array. (a) Averaged fluorescence image of
121 site array after ICA processing with the control and target
sites used for the presented data labeled. (b) Loading histogram
showing an average filling fraction of 55% with inset showing
state detection inferred after blow away of atoms in f ¼ 4.
Accounting for all 121 sites, the state detection error found from
the overlap of Gaussians fitted to the j0i and j1i distributions was
mean ¼ 0.014, median ¼ 0.003. (c) Single instance of atom
loading. (d) Atom retention probability after measurement.
The atom retention probability after two subsequent readout
sequences was mean ¼ 96.9%, median ¼ 97.9%. The difference
between mean and median is due to some sites on the edge of the
array having lower retention due to optical aberrations.

PHYSICAL REVIEW LETTERS 123, 230501 (2019)

230501-2



submicrosecond switching times which facilitates imple-
mentation of multiqubit algorithms. Figure 2 shows ground
to Rydberg Rabi oscillation data in the array. The trap light
is turned off during the Rydberg pulse. Since the blue
detuned array traps Rydberg atoms when turned on again
[34,35] there is only minimal mechanical loss of Rydberg
states. A 9.2 GHz microwave pulse (duration 70 μs) was
used to photoionize the Rydberg atom and improve
detection efficiency to 80%–90%. Rydberg excitation
was performed using diode lasers stabilized to high finesse
optical resonators (∼5 kHz linewidth) [19]. Phase noise of
diode lasers has been shown to contribute to the decay of
ground-Rydberg oscillations [20] and can be improved by
resonator filtering [14]. Here we demonstrate comparable
performance, without resonator filtering, but with careful
tuning of the electronic Pound-Drever-Hall lock parameters
to reduce the amplitude of servo bumps.
Fitting Rabi oscillations at the selected site in Fig. 2 does

not reveal a statistically significant decay time. The
radiative lifetime of the 66s state is 130 μs and the motional
dwell time of a Rydberg atom in a trap site is ∼50 μs. Both
times are much longer than the observed 4 μs of coherent
oscillations. However, the ground-Rydberg phase coher-
ence decays due to Doppler sensitivity of the two-photon
excitation according to [36] he{ϕi ¼ e−t

2=T2
2;D with T2;D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2MCs=kBTa

p

=k2ν and k2ν ¼ 2π=λ1 − 2π=λ2. At Ta ¼
15 μK we find T2;D ¼ 6 μs which would seem to imply
a noticeable decay of the Rabi amplitude. This is not the
case because the effective coherence, or persistence time,
of a driven oscillation is longer than that of a static
superposition of states [19].
The original proposal for a Rydberg CZ gate [6] involves

a sequence of three pulses connecting ground and Rydberg

states: a π pulse on the control qubit, 2π on the target qubit,
and π on the control qubit. It has been shown by detailed
analysis of the atomic structure of the heavy alkalis that this
pulse sequence is in principle capable of creating entan-
glement with fidelity F > 0.998 [21]. Many other Rydberg
gate protocols have been proposed (see Ref. [37] for an
overview). Using shaped pulses F > 0.9999 at gate times
as short as 50 ns [38] appears possible. We report here on
improved performance of the original proposal, leaving
alternative protocols for future work.
A technical error that has been improved is the loss of

Rydberg atoms after the π-gap-π pulses on the control qubit
or the 2π pulse on the target qubit. These losses dominated
error budgets in most earlier experiments [10,22,23]. Laser
noise, optical beam quality, and alignment improvements
have reduced population losses to 2% as shown in Fig. 3.
To minimize excitation of Rydberg hyperfine states with
mf ≠ 0 we align the k vectors of the 459 and 1038 nm
beams to be antiparallel and set the background magnetic
fields and polarization of the 459 nm beam to be accurately
σþ relative to a quantization axis along k. This is done by
preparing the state j4; 4i and minimizing the scattering rate
due to the 459 nm light. For the data in Figs. 3–5, the beam
waists were reduced to w1 ¼ 2.25 μm, w2 ¼ 2.5 μm to
minimize crosstalk between sites.
To tune the conditional phase induced by a 2π Rydberg

pulse we use a Ramsey sequence of π=2-gap-ðπ=2Þθ pulses
on the qubit states (the last pulse is about an axis rotated by
θ in the equatorial plane) and insert a 2πj1i-jRi pulse on the
target qubit inside the gap as shown in Fig. 4. Performing
this sequence with and without first exciting the control
qubit to jRi with a π pulse gives an “eye” diagram that
ideally consists of blockade and no-blockade curves that
are π out of phase with each other. In the experiment these
curves have a relative phase that is not equal to π due to
Stark shifts of the qubit states induced by the Rydberg
excitation beams [10]. To compensate for this we slightly
detune the Rydberg pulse on the target to give the opposite
phase Ramsey curves seen in the figure.
The observed amplitude of the blockade and no-block-

ade curves in Fig. 4 is 0.91(6) and 0.85(3). To prepare a
maximally entangled Bell state with the CZ gate the input
state is ðj00i þ j10i þ j01i þ j11iÞ=2. The j0i state is not

FIG. 2. Single site ground-Rydberg Rabi oscillations at
ΩR=2π ¼ 2.5 MHz with negligible crosstalk to the surrounding
eight sites (see Ref. [19] for analysis). All atoms in the array were
prepared in j1i directly before the targeted site was illuminated
with Rydberg beams.

(a) (b)

FIG. 3. Population in j1i after (a) control and (b) target qubit
Rydberg pulses. The Rabi frequencies for the control and target
pulses were ΩR=2π ¼ 3.6 and 4.6 MHz, respectively, and gap
time = 300 ns.
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Rydberg coupled and is not affected by the gate sequence;
therefore j00i experiences no error, j10i corresponds to
Fig. 3(a), j01i corresponds to the no-blockade eye diagram
curve, and j11i the blockaded eye diagram curve. The error
channels discussed below in connection with Table I limit
the amplitude of these curves.
To prepare a Bell state we initialize the entire array,

including control and target qubits, in state j1i and
postselect on cases when both target and control sites
are filled. We do not postselect on occupation of any of the
neighboring sites so the results are an average over a mean
of 55% occupation. We then perform the pulse sequence
shown in Fig. 5 which puts the control qubit in a super-
position of j0i and j1i and implements a CNOT gate using a
combination of the Rydberg CZ and π=2 rotations on the
target qubit. To simplify the pulse sequence, the initial π=2
rotations were performed with a global microwave pulse.
After the CZ, we perform a π=2 rotation of the target qubit
alone about an axis θ to complete the CNOT gate [19].
The populations of the two-qubit output state are mea-

sured, and the coherence is determined from the amplitude of
parity oscillations due to a global microwave π=2 rotation at
variable angle ϕ [10]. The resulting data shown in Fig. 5 give
ðP00 þ P11Þ=2 ¼ 0.47ð2Þ, parity amplitude C ¼ 0.391ð6Þ,
and FBell ¼ 0.47þ 0.39 ¼ 0.86ð2Þ. Note that since a global
π=2 microwave pulse is used to prepare the superposition
ðj00iþj10iþj01iþj11iÞ=2, all atoms in the array occupy
an equal superposition of j0i and j1i during the CZ gate
sequence. This superposition is representative of the average
situation expected when performing a larger quantum
algorithm.
The observed Bell fidelity can be understood from the

error sources enumerated in Table I. The errors are divided
into three categories: (a) errors due to atomic parameters,
finite temperature, laser noise, and crosstalk between sites,
(b) errors in the single qubit operations used for the CNOT

gate and parity measurement, and (c) SPAM errors.
Calculations and measurements supporting the error model
are provided in the Supplemental Material [19]. The effect

of each error on the output Bell state is calculated by
modeling each error source as a quantum process. By
propagating the input state through each of these quantum
processes, we are able to accurately account for correlations
between errors and the total resulting infidelity of the
output Bell state [19]. Including all errors we arrive at the
value in the last line of Table I which is consistent with
the observed FBell ¼ 0.86ð2Þ. Accounting for SPAM errors
gives a corrected Bell fidelity F-SPAM

Bell ¼ 0.88. Accounting
for single qubit errors that go into the CNOT gate and parity
measurements we arrive at a SPAM and single qubit gate
corrected fidelity of FCz

Bell ¼ 0.89.
Since the array filling was not deterministic, the crosstalk

from neighboring sites is approximately half of what it
would be in a fully occupied array. Using our error model
[19], we estimate that in a deterministically loaded array we
would see a reduction in Bell state fidelity of about 0.4%.
Figure 1(d) shows that readout retention varies over the
array with a median error that is 0.8% per atom per readout
higher than the sites selected in this experiment. Using the
error model [19] we estimate that the median observed Bell
state fidelity for neighboring sites would be about 2.1%
lower than for the sites that were used here.
The Table shows that the dominant CZ gate errors are

due to finite temperature which leads to atomic motion and
dephasing, and atomic position variations in the optical
traps. In addition laser intensity and phase noise contribute
to the gate error at the percent level. Errors due to the finite
radiative lifetime of excited states and the finite blockade
strength contribute less than 1%. These observations
support the potential for Rydberg gates that have fidelity
compatible with fault tolerant error correction after further

(a)

(b) (c)

FIG. 5. Bell state preparation: (a) pulse sequence, (b) populations,
(c) parity oscillation. The Rydberg pulses had lengths of
tπ ¼ 150 ns, t2π ¼ 220 ns, tgap ¼ 300 ns. The effective ground-
Rydberg superposition time is tgr ¼ tπ=2þ tgap þ t2π þ tgapþ
tπ=2 ¼ 0.98 μs. The microwave pulses are global (duration
35 μs) for the initial and parity pulses and global pulses combined
with a 459 nm Stark pulse (duration 70 μs) for the site selected
rotation.
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FIG. 4. Eye diagram for target qubit with blockade and no-
blockade curves of amplitude 0.91(6) and 0.85(3). The inset
shows the target pulse sequence. The CZ gate was operated at
θ ¼ 0.95 radians.
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technical improvements for reduced atom temperature and
laser noise reduction.
In summary we have used a two-qubit Rydberg CZ gate

to create a Bell state with intrinsic fidelity after correcting
for SPAM and single qubit errors of FCZ

Bell ¼ 0.89. This
improved fidelity was obtained in a 2D qubit array using
tightly focused control beams scanned with acousto-optic
deflectors making site specific gate operations across the
array possible. Therefore, the existing experimental setup
allows gates on a number of sites throughout the array and
provides an architecture for scaling to large quantum
algorithms.
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Note added.—Recently, we became aware of related work
demonstrating parallel operation of Rydberg gates [39].
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