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Nucleosome positioning controls the accessible regions of chromatin and plays essential roles in DNA-
templated processes. ATP driven remodeling enzymes are known to be crucial for its establishment in vivo,
but their nonequilibrium nature has hindered the development of a unified theoretical framework for
nucleosome positioning. Using a perturbation theory, we show that the effect of these enzymes can be well
approximated by effective equilibrium models with rescaled temperatures and interactions. Numerical
simulations support the accuracy of the theory in predicting both kinetic and steady-state quantities,
including the effective temperature and the radial distribution function, in biologically relevant regimes.
The energy landscape view emerging from our study provides an intuitive understanding for the impact of
remodeling enzymes in either reinforcing or overwriting intrinsic signals for nucleosome positioning, and
may help improve the accuracy of computational models for its prediction in silico.
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The eukaryotic genome is packaged into nucleosomes
that wrap approximately 147-base-pair (bp) stretch of DNA
around histone proteins [1]. Remarkably, nucleosomes do
not uniformly cover the whole genome but favor specific
locations [2]. The precise position of nucleosomes along
the DNA sequence is of critical importance for gene
regulation as it determines which part of the genome is
accessible [3,4]. In particular, DNA segments occupied by
histone proteins will occlude binding by regulatory factors
and transcriptional machinery [3,5–10]. In addition, nucle-
osome positioning may impact the stability of various
nucleosome folding motifs [11–14] and correspondingly
the compactness of higher order chromatin organization
[15,16]. Underpinning the molecular determinants of
nucleosome positioning is, therefore, of fundamental inter-
est and can provide insights into genome function.
Both DNA sequence and chromatin remodeling enzymes

are crucial for establishing nucleosome positioning in vivo
[17–21]. Significant progress has been made in under-
standing the impact of DNA sequence on nucleosome
stability [9,22], leading to the discovery of periodic
dinucleotides along the nucleosome length [23–25] and
intrinsically stiff poly(dA:dT) tracts at nucleosome-
depleted regions [26]. On the contrary, a complete under-
standing for the role of remodeling enzymes has yet to be
established [27,28] and conflicting views exist on whether
they overwrite or reinforce positioning signals from the
DNA sequence [29–32]. The challenge for theoretical
studies of remodeling enzymes lies in the fact that they
consume ATP to break the detailed balance and drive the
system out of equilibrium [33]. Therefore, the thermody-
namic analysis that finds great success for studying DNA
sequence effect cannot be generalized straightforwardly
[34,35]. Though kinetic simulations have helped interpret

experimental observations [30,36,37], a lack of analytical
tools like those available for equilibrium systems has
significantly hindered the building of intuition for remod-
eling enzymes. Here, we develop an analytical theory to
provide a unified framework for studying the effect of
remodeling enzymes, and to reconcile their combined role
with intrinsic thermodynamic signals in positioning nucle-
osomes. In the following, we first introduce a kinetic model
for nucleosome positioning that explicitly considers the
effect of two different remodeling enzymes. We then show
that the kinetic and steady-state properties of this non-
equilibrium system can be rigorously mapped onto an
effective equilibriummodel. Finally, results from numerical
simulations are provided to validate the accuracy of the
theory.
We used a one-dimensional lattice model to study nucle-

osome positioning, with each discrete site corresponding to
one base pair of DNA (see Fig. 1). The position of a
nucleosome i is denoted by its dyad location as xi. A soft-
core potential vðΔxÞ was applied between neighboring
nucleosomes separated by Δx base pairs [38,39]. It incurs
a finite energetic cost for overlapping nucleosome configu-
rations to account for both the excluded volume effect and
transient DNA unwrapping. To focus on the role of remod-
eling enzymes, we did not explicitly model the DNA
sequence effect, and we assume that all lattice sites share
the same binding affinity.
For simplicity, we considered systems with fixed nucle-

osome density and did not include nucleosome formation
and disassembly processes. The kinetics of our model
consists of only diffusion and active remodeling (see
Fig. 1). The diffusion rate was defined as d ¼ ½D=
ðΔxÞ2�e−βΔU=2, with D being the diffusion coefficient
and Δx and ΔU as changes in the nucleosome position
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and interaction energy. Numerous enzymes have been
discovered to organize nucleosomes along the DNA by
consuming ATP, and we focus on two representative ones
with distinct kinetics. Type one enzymes interact with a
single nucleosome, and can move it to the left or right by l
base pairs with a rate of k1. These enzymes resemble the
function of SWI/SNF [40] and can significantly fluidize
nucleosomes to achieve high packing density [30]. Type
two enzymes, on the other hand, interact with a pair of
neighboring nucleosomes. It can bring them closer to each
other and randomly move one of the nucleosomes by l base
pairs at a rate of k2 if the two are within Δxmax ¼ 332 bp
[38]. A typical example for these enzymes is the ATP-
utilizing chromatin assembly and remodeling factor (ACF)
from the ISWI family, which is crucial for the regular
spacing of nucleosomes near transcription start sites [41].
Since enzyme rates k1=2 are independent of the system’s
energy, detailed balance is violated.
Our goal is to approximate both kinetic and steady-state

properties of the above nonequilibrium system with effec-
tive equilibrium models. To make progress, we first
describe the dynamical evolution of nucleosome positions
x ¼ fx1; x2;…; xng with the following master equation

∂
∂tΨðx; tÞ ¼ ðL̂FP þ L̂NEÞΨðx; tÞ; ð1Þ

whereΨðx; tÞ is the time dependent probability distribution
function and L̂FP ¼ D

P
if∇i · ∇i − β∇i½−∇iUðxÞ�g is the

many-body Fokker-Planck operator describing the diffu-
sive dynamics of nucleosomes. L̂NE is the nonequilibrium
operator for remodeling enzymes. For type one enzymes, it
adopts the following expression

L̂NEΨðx; tÞ ¼
k1
2

X

i

½Ψðxi
l; tÞ þΨðxi

−l; tÞ − 2Ψðx; tÞ�; ð2Þ

where xi
�l ¼ f…; xi � l;…g. Similarly, the nonequili-

brium operator for type two enzymes can be written as

L̂NEΨðx; tÞ ¼
k2
2

X

i

½Ci;iþ1Ψðxi
−l; tÞ þ Ci;i−1Ψðxi

l; tÞ

− ðCi;iþ1 þ Ci;i−1ÞΨðx; tÞ�; ð3Þ

where Ci;i�1 ¼ 1 for 0 < jxi − xi�1j ≤ Δxmax and 0 other-
wise. We note that similar equations have been used by
Wolynes and co-workers to study the effect of molecular
motors on the actin network [42].
Next, following Wang and Wolynes [43,44], we expand

the probability distribution function Ψðx; tÞ in the powers
of l up to the quadratic order. This leads to the following
effective Fokker-Planck equation

∂
∂tΨðx; tÞ ¼ Deff

X

i

½∇2
i − βeff∇ið−∇iUeffÞ�Ψðx; tÞ: ð4Þ

For Type one enzymes, we have

Deff ¼ Dþ 1

2
k1l2;

Teff ¼ TDeff=D;

Ueff ¼ UðxÞ: ð5Þ

For Type two enzymes, we have

Deff ¼ Dþ 1

2
k2l2C̄

Teff ¼ TDeff=D

Ueff ¼ UðxÞ þ k2l
2Dβ

X

i

Ci;iþ1

�

ðxi;iþ1 − ΔxmaxÞ −
l
2

�

ð6Þ

where C̄ ¼ ð1=NÞPihCi;iþ1i, and h·i represents ensemble
averaging. Equations (5) and (6) are the main results of this
Letter, and they provide intuitive interpretations for the role
of remodeling enzymes in nucleosome positioning. Type
one enzymes elevate the system’s temperature without
perturbing the underlying energy landscape. They may
reinforce the intrinsic positioning signals from internucleo-
some interactions and the DNA sequence by accelerating
the rate for the system to approach equilibrium [30]. On the
other hand, type two enzymes give rise to an attractive
potential between neighboring nucleosomes in addition to a
rescaled temperature, and could alter nucleosome position
significantly by overwriting thermodynamic effect [31].
To validate the accuracy of the derived effective equi-

librium models, we carried out stochastic simulations of
the full kinetic model using the Gillespie algorithm [45] to

FIG. 1. Illustration of the kineticmodel for nucleosome position-
ing that includes diffusion (top), ATP-driven single-nucleosome
remodeling (middle), and ATP-driven remodeling for a pair of
nucleosomes (bottom). The DNA is drawn as a black ladder, with
nucleosomes shown in blue oval and the two enzymes drawn in
yellow and green, respectively. The rates for an elementary step of
different dynamics are shown above the arrows.
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obtain “exact” nonequilibrium results. A 58 800 bp long
DNA with a total of 400 binding sites was used together
with the periodic boundary condition. Only one type of
enzymes is included in any given simulation in order to
study their effects separately. We used a nucleosome
density of 0.8 for simulations with type one enzymes
and 0.5 for type two enzymes. These nucleosome densities
were chosen to highlight the effect of the enzymes and do
not affect our conclusions. More details of these simula-
tions are provided in the Supplemental Material [39].
We first determined the effective diffusion constants for

type one enzymes from linear fitting of the mean-squared
displacement. As shown in Figs. 2(a) and S1(a), at a fixed
rate k1 ¼ 1 s−1, simulated values forDeff (red dots) indeed
closely follow the quadratic relationship with l as pre-
dicted in Eq. (5) (blue line). We further determined Deff
for various enzyme rates k1 at l ¼ 1 bp, and again found
excellent agreement between theory (purple line) and
numerical simulations (green triangles).

A notable result of the theory is that the fluctuation-
dissipation relationship is satisfied with effective parame-
ters. As a test, we determined the effective temperature
using the fluctuation-dissipation ratio χðtÞ ¼ ð1=TeffÞ
½Cð0Þ − CðtÞ� [46–49]. We define χðtÞ¼hOðtÞ−Oð0Þi=h,
CðtÞ¼hOðtþtoÞO0ðtoÞi−hOðtoÞihO0ðtoÞi, OðtÞ¼ ð1=NÞP

N
j¼1 ϵj exp½iκ ·xjðtÞ� and O0ðtÞ ¼ 2

P
N
j¼1 ϵj cos½κ · xjðtÞ�.

ϵj are random numbers with values of �1 and the wave
vector κ is chosen as the value for the first peak of the
structure factor [39]. As shown in the inset of Fig. 2(b), a
linear relationship is found between χðtÞ and CðtÞ. In the
main frame, we plotted Teff for various values of l. The
simulated values again agree well with theoretical predic-
tions, and Teff and Deff indeed follow a linear relationship.
To study the usefulness of the effective equilibrium

model in predicting steady-state quantities, we computed
the radial distribution function [gðrÞ] using nucleosome
configurations obtained from simulating type one enzymes
at different step sizes. As shown in Figs. 3 and S2(a) as
empty circles, consistent with higher effective temper-
atures, systems with larger step sizes gradually lose their
structural ordering, and peaks in gðrÞ disappear. We further
calculated gðrÞ for effective equilibrium models (cyan
lines) using a matrix treatment of the grand partition
function proposed by Poland [50], and found that they
are in excellent agreement with the ones calculated from
kinetic simulations.
Next we study the accuracy of the effective model in

describing type two enzymes. As shown in Fig. 4(a), we
observed an increase of the diffusion coefficient at larger l
due to contributions from ATP driven nucleosome sliding
(red dots). The theoretical results (blue dots) were calcu-
lated using Eq. (6) with steady-state values for C̄ deter-
mined from nonequilibrium simulations. Though they
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FIG. 2. Comparison between simulated and theoretical values
of Deff and Teff for type one enzymes. (a) Dependence of Deff on
the enzyme rate k1 and step size l. (b) Teff determined as the
fluctuation-dissipation ratio at l ¼ 1, 2, 3, 5, 7 bp and k1 ¼ 1 s−1.
Error bars measured as standard deviation of the mean are
comparable to the size of the symbols.
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FIG. 3. Comparison between radial distribution functions
obtained from nonequilibrium simulations (empty circles) and
from theoretical predictions of the effective equilibrium model
(cyan lines) for type one enzymes with various step sizes.
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agree well at small step sizes, theoretical results begin to
deviate significantly from simulation values for l ≥ 5 bp.
Similar behaviors are seen for Deff calculated at different
enzyme remodeling rates k2 (purple and green triangles).
Upon close inspection of simulated configurations, we
found that the difference between theory and simulation is
not due to a failure of the perturbative expansion, but can be
attributed to the emergence of overlapping nucleosome
configurations and rejection of remodeling steps that result
in nucleosomes crossing each other (Fig. S3). It’s worth
noting that the biological value for l has been estimated to
be around 1 bp [51], well within the regime where the
theory works. We further followed the same approach as
type one enzymes to calculate the effective temperature
from the fluctuation dissipation ratio. As shown in Fig. 4(b),
Teff again satisfies a linear relationshipwithDeff as predicted
by Eq. (6).
Type two enzymes significantly impact steady-state

nucleosome positioning, and gðrÞ exhibits substantially
more peaks even at l ¼ 1 bp (empty circles in Fig. 5).

They lead to nucleosome clustering and can significantly
increase the timescale needed to reach the steady-state
distribution for numerical simulations. We therefore
limited our comparison between theory and simulation
to small l values. For l ¼ 1 and 2 bp, the equilibrium gðrÞ
determined from the effective models (cyan lines) is again
in good agreement with steady-state results. For l ¼ 3 bp,
we carried out stochastic simulations for both the full
kinetic model (empty circles) and the effective model (red
line) for 1.9 × 108 s to calculate the gðrÞ. These simu-
lations are not long enough to reach steady-state or
equilibrium distributions, as the gðrÞ differs from the true
equilibrium result determined from the partition function.
However, the simulation results are in excellent agreement
with each other, supporting the accuracy of the effective
model in predicting time-dependent quantities [see also
Fig. S2(b)].
The perturbation theory, therefore, provides a powerful

framework to study the role of remodeling enzymes in
nucleosome positioning. It further suggests a straightfor-
ward strategy to incorporate the impact of remodeling
enzymes into existing computational approaches [52–56]
for improved prediction of nucleosome positioning in silico.
In particular, the equilibrium framework adopted in many
of these approaches can still be used in the presence of
enzymes but with rescaled temperatures and interactions,
the values of which can be determined from kinetic
parameters of enzymes.
It is important to note that the theory presented here is

general and can be directly applied to other nucleosome
positioning models that include both types of enzymes
(Fig. S4), adopt a different energy form for internucleosome
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obtained from nonequilibrium simulations (empty circles) and
from theoretical predictions of the effective equilibrium model
(cyan lines) for type two enzymes with various step sizes. The red
line for l ¼ 3 bp was obtained from numerical simulations of the
effective equilibrium model.
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interactions (Fig. S5), or explicitly account for the effect of
DNA sequence (Figs. S6 and S7). Finally, we emphasize that
ATP powered motors are crucial for many other essential
biological processes [44,57–61]. A general theory for these
active, nonequilibrium systems does not exist and is actively
sought after by numerous researchers [34,35]. The analytical
theory presented here can potentially be a powerful tool for
studying such systems and provide insights into their steady-
state behaviors.
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