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Using numerical simulations, we have studied the yielding response, in the athermal quasistatic limit, of
a model amorphous material having inclusions in the form of randomly pinned particles. We show that,
with increasing pinning concentration, the plastic activity becomes more spatially localized, resulting in
smaller stress drops, and a corresponding increase in the magnitude of strain where yielding occurs. We
demonstrate that, unlike the spatially heterogeneous and avalanche led yielding in the case of the unpinned
glass, for the case of large pinning concentration, yielding takes place via a spatially homogeneous
proliferation of localized events.
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Introduction.—A systematic understanding of micro-
scopic processes that lead to yielding of amorphous solids
is still missing [1–3]. It has been demonstrated that the
elementary events that build up to yield correspond to local
plastic activity within a shear transformation zone, whereby
a small set of particles undergo irreversible structural
rearrangement [4]. Starting from an initially quiescent
glassy state, shear initially induces few such plastic events,
which proliferate with increasing deformation; after some
strain, the system fails to resist applied shear and starts to
yield and rupture (brittle) or flow (ductile). Recently, it was
predicted [5,6] and subsequently demonstrated in metallic
glasses [7], that yielding via a brittle or ductile response can
be achieved by the degree of annealing undergone during
glass formation. Similar conclusions were also obtained
in the study of model computer glasses [8], by tuning
of stability via annealing, where it is suggested that the
ductile rupture corresponds to a first-order nonequilibrium
transition.
Most theoretical studies probing the yielding transition

have worked in the athermal quasistatic limit, which
mimics the deformation of the system at zero temperature
and strain rate _γ → 0 [1]. It has been evidenced that the
stress released during plastic activity results in a cascade of
events leading to catastrophic system spanning avalanches
[9,10]. Following yield from the quiescent state, across the
plastic rearrangements in steady state, a power law depend-
ence of energy drops (ΔU) and stress drops (Δσ) on system
size (N) is reported: ΔU ∼ Nα and Δσ ∼ Nβ, where these
exponents are found to have universal value α ¼ 1=3 and
β ¼ −2=3, irrespective of model and spatial dimensions
[11], which, however, has been scrutinized recently [12]
and perhaps a clear consensus is yet to emerge. The scale-
free nature of these avalanches indicates some type of
criticality in the yielding process [8,13–18], manifestng

itself as spinodal point of an underlying thermodynamic
phase transition, described by an appropriate replica “order
parameter” (see also Refs. [8,15,16,18]). Exploration of
such critical behavior has also been extended to the regime
of finite, but small, shear rates [12,19–21] and finite
temperatures [22].
In this Letter, we probe the quasistatic elastoplastic

behavior of the amorphous solid, altered by the presence
of tiny inclusions, in the form of pinned particles. Recently,
such random pinning has been found to be an interesting
tool to test different theories of glass transition and for
probing the growth of static structural order in the system
[23–31], and also to study the non-Debye low-frequency
excitations in glasses [32]. For our present study of the
shear response, we consider the case where the tiny
inclusions undergo affine deformation when the macro-
scopic solid is deformed, but do not have any nonaffine
motion. While it is historically known that such inclusions
strengthen a material [33–36], a systematic statistical study
of yielding and its microscopic ramifications is still miss-
ing, except for some investigations via mesoscale or
continuum models [37,38]. Thereby, it can potentially
provide microscopic insight into industrially relevant cases
like micro-alloying in metallic glasses [39–42], or nano-
particles in soft matrices.
Our work shows that as the solid becomes more and

more rigid, with increase in the concentration of pinned
particles, the initiation of plastic activity gets delayed too,
and thereby the strain at which yielding occurs systemati-
cally shifts to higher values. The drop in stresses, corre-
sponding to plastic activity, also become smaller in scale,
with increased concentration, suggesting localized relaxa-
tion processes. Consequently, the stress statistics reveal that
drop sizes change from subextensive to intensive in system
size, with increasing pinning concentration. Therefore, in
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contrast to large-scale spatially heterogeneous avalanches,
as has been observed in usual amorphous systems, for
pinned systems, the yielding occurs via the homogeneous
accumulation of localized plastic activity.
Model and method.—For our study, we consider the

Kob-Andersen model in two and three dimensions [43].
The details of the model and the protocol for preparing
the annealed glasses, the inherent structure states, as well as
the pinning protocol are provided in the Supplemental
Material [44]. The mechanical response of both pinned
and unpinned states are studied using the athermal quasi-
static shear (AQS) protocol. Data shown here correspond to
d ¼ 2, unless otherwise specified. See Ref. [44] for
corresponding data related to d ¼ 3.
Macroscopic scenario of yielding from quiescent state.—

We first illustrate the macromechanical response via the
evolution of the shear stress (σxy) with increasing applied
strain (γ) for N ¼ 4000 particles, and for different con-
centrations of pinning (c), shown in Fig. 1(a), with
averaging being done over different realizations of random
pinning, for each value of c. Initially, the stress increases
linearly with strain, followed by an intermediate regime of
nonlinear response, before eventually large scale plasticity
sets in and the system reaches long-time steady flow. For
the case of unpinned glass, there is not much of a stress
overshoot, prior to the onset of steady flow, as is the usual
case in most moderately annealed glasses [8]. However, as
the pinning concentration is increased, a stress overshoot
appears and the stress peak increases with increasing c,
with the location of the peak occurring, also, at larger

values of strain. Meanwhile, at small strain, the slope of the
σxy vs γ curve, is observed to be more steep, indicating that
the pinning is making the solid more rigid leading to
increase in the shear modulus [35].
This increased rigidity with pinning is also reflected in

the distribution of the strain interval to first stress drop,
Δγinit, when quiescent glassy states are sheared [11].
As shown in Fig. 1(b), for different c values, the probability
of the first plastic drop occurring at small strain decreases,
with increasing c, and more weight is transferred to
larger strain intervals, demonstrating that the system
becomes more stable with increased pinning. We have
fitted PðΔγinitÞ using Weibull distribution [51], WðxÞ ¼
Axθ exp ½−ðx=x0Þ1þθ� to extract the exponent θ, obtaining
θ ≈ 0.35 for all explored pinning concentrations; see
Ref. [44] for further details.
To quantitatively identify the value of the yield strain, we

compute the fluctuation, χ4ðγÞ, of the overlap function
QðγÞ, over the ensemble of initial states, for different values
of c (see Ref. [44] for details). For each c, QðγÞ is
computed in reference to each initial quiescent state
within the corresponding ensemble. The average QðγÞ
[see Fig. 1(c)] computed over the independent trajectories
starting from these initial states shows that the structural
relaxation slows down with increasing pinning. The cor-
responding curves for χ4ðγÞ vs γ [see Fig. 1(d)] has a
nonmonotonic behavior for all values of c and the location
of the maximum is identified as the strain threshold (γY) at
which the system yields [8], thereby quantitatively evi-
dencing that γY increases with increasing pinning concen-
tration. Note that the scale of fluctuations [i.e., peak height
of χ4ðγÞ] decreases with c, reflecting that pinning exerts
constraints on the possible explorable states [52].
Macroscopic steady-state response.—We now character-

ize the steady-state flow properties of these systems.
Typical time series of the stress, in steady state, for a
single trajectory, is shown in the inset of Fig. 2(a), for c ¼ 0
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FIG. 1. Yielding—macroscopic monitoring. (a) Evolution of
shear stress, σxy with strain γ, for pinning concentrations
c ¼ 0.00, 0.04, 0.10, 0.15, in d ¼ 2. The direction of increasing
c is marked with an arrow. (b) Distribution of Δγinit, the strain
interval between two successive stress drops, during transient
response from the quiescent state, and corresponding fits (dashed
lines) to extract the exponent θ of the Weibull distribution.
(c) Related evolution of overlap function QðγÞ computed over an
ensemble of initial states and (d) related fluctuations, χ4ðγÞ. The
location of the maxima indicates the yield point (γY).

FIG. 2. Steady-state macroscopic behavior. (a) Distribution of
Δγss, the strain interval between two successive stress drops
during steady state. (Inset) Stress vs strain curves for the
unpinned (c ¼ 0) and pinned (c ¼ 0.15) cases. (b) Finite size
effects in stress drops (hΔσi ∼ Nβ), for varying pinning concen-
trations (c) in d ¼ 2. (Inset) Corresponding evolution of exponent
β with c, for d ¼ 2 (circles), 3 (squares).
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and finite c: for the unpinned case, the stress drops have
the well-known sawtooth profile [1], and for increasing
pinning, the stress drops become visibly smaller. If we
consider the probability distribution of Δγss, the strain gap
between two consecutive plastic drops in the steady state,
we observe [see Fig. 2(a)] that the probability of having
plastic events within small Δγss increases with increasing
pinning concentration, whereas the probability of larger
Δγss between stress drops decreases. This suggests that, in
the steady state, the system has a strong tendency to have
many small plastic drops instead of large system spanning
avalanches. Note that this observation is contrary to the idea
that pinning effectively makes the system size smaller.
For smaller system size, one expects on average hΔγssi to
be larger compared to bigger system size, which is very
different with increasing pinning concentration, where the
number of drops increase rather than decrease.
We have also analyzed the steady-state statistics of drops

in shear stress hΔσi for the different c, with varying system
size N, via hΔσi ∼ Nβ; see Fig. 2(b). For the unpinned
system, the exponent β is known to be universal, viz. β ¼
−2=3 [11]. In Fig. 2(b) inset, β vs c is plotted for d ¼ 2, 3
[44], which show the strong dependence on pinning
concentration: in d ¼ 2, β goes from −2=3 to approx-
imately −1.0 with a 20% increase in c, whereas in d ¼ 3, it
decreases to approximately −0.8, for the same increase in c,
since more paths for percolation are available in d ¼ 3.
Thus, stress drops are becoming subextensive to intensive,
indicating that pinning does affect the avalanching process.
Microscopic steady-state response.—We now investigate

how the mechanical response manifests at the microscopic
scale, by studying nonaffine displacement fields generated
during stress drops. In the top panel of Fig. 3, we show
examples of the displacement fields generated during stress
drops in steady flow, for two contrasting cases, viz. c ¼ 0
(a) and c ¼ 0.1 (b), using N ¼ 10000. For the unpinned
case, a large stress drop corresponds to large scale displace-
ments, in the form of a system-spanning avalanche, as has
been observed and well studied [1,2,9,10]. However, for
c ¼ 0.1, we see that the spatial scale of the region,
undergoing large displacements, is completely localized.
The spatial correlations in such displacement fields are
measured, which clearly show that with increasing c, a
cutoff scale appears and the nature of the correlation
function changes from power law (c ¼ 0) to power law
with exponential cutoff (see Supplemental Material [44] for
details), from which one can extract a correlation length ξ
for each c [see Fig. 3(c)], capturing the increased locali-
zation of plastic activity with increasing c. This confirms
that the propagation of stress gets hindered due to the
presence of the pinning centers and thereby the avalanche-
like character of the nonaffine displacements, during a
stress drop, is progressively cut off with increased pinning.
This observation is further quantified by identifying the

particles that are part of the relaxation process during the

stress drop and measuring the corresponding cluster
size (S). In order to label a particle as mobile, we only
consider those that move more than some threshold
distance during the stress drop, by analyzing the probability
distribution of displacements of particles during plastic
events, which show power law behavior with an exponen-
tial tail (see Ref. [44] for details). We compute the
distribution of cluster size PðSÞ for both pinned and
unpinned cases. The distribution for c ¼ 0 [Fig. 3(d)]
shows a power law behavior PðSÞ ∼ S−1.5 with a hump
at large cluster size, which indicates the presence of a
percolating cluster, and the corresponding S scales with the
system size (N) (See the Supplemental Material for detailed
discussion). For higher pinning concentration, the range of
power law decreases and shows no hump at large cluster
size (see Ref. [44]) and the distributions do not show any
size effect [Fig. 3(e)]. On the other hand, a rescaling with
the correlation scale ξðcÞ seems to provide a reasonable
data collapse [see Fig. 3(f) and also discussion in the
Supplemental Material [44] ]. Thus, via all these statistical
analyses, we can conclude that system spanning avalanches
start to become less frequent with increasing pinning

FIG. 3. Microscopic steady-state scenario. Displacement field
during a single large stress drop, for (a) c ¼ 0.0, (b) c ¼ 0.1.
(c) Variation of correlation length (ξ), with c, within the
displacement field. (d) c ¼ 0: scaling of distribution of cluster
size, PðSÞ, with system size N. (e) c ¼ 0.1: Variation of PðSÞ
with N. (f) Data collapse of data for PðSÞ, for c ≠ 0, via rescaling
with ξðcÞ.

PHYSICAL REVIEW LETTERS 123, 185501 (2019)

185501-3



concentration and beyond a certain pinning concentration,
the avalanchelike cascade of plastic rearrangements com-
pletely disappear, and localized events determine plastic
behavior.
Microscopic scenario for yielding.—We now micro-

scopically analyze how stress drops, and, consequently,
particle displacements lead to yielding and eventual large
scale flow. To monitor this, we construct maps of local
overlap, Q̃ðx; yÞ [44], relative to the initial quiescent state,
and follow how the map evolves as a function of increasing
strain, for the pinned and unpinned cases. This evolution is
shown in Fig. 4, for a trajectory from either case, for
N ¼ 10000. Additionally, we show the corresponding
evolution of shear stress (σxy) and overlap (Q) with strain.
For the unpinned case, shown in the left column of Fig. 4
(see also Supplemental Material, animation [44]), at early
strains, we have the first plastic events, occurring at small

scale, at different spatial locations. As strain increases,
more such events occur, with some of the relaxed regions
(which, now, have lower local overlap relative to the initial
state) increasing in scale; i.e., they become nuclei of
yielding in their neighborhood. Eventually these regions
connect, avalanches occur, and the relaxed parts span the
system; i.e., there is a percolation of mobile regions [22].
Importantly, one sees spatial localization of mobility
in the form of bands spanning the system in the shear
direction, the width of which increase with increasing strain
[53]. To summarize, in this case, the states, transient to
complete fluidization, correspond to avalanches and flow
heterogeneities.
This contrasts with the case of pinned states, considering

the example of c ¼ 0.1, where we have shown that stress
drops lead to localized plasticity and not avalanches. The
corresponding maps of local overlap are shown in the right
panel of Fig. 4 (also see Supplemental Material, animation
[44]). Here, the first visible signs of plastic activity occur at
larger strain, since the pinning has rendered the system
more rigid. With increasing strain, these regions start to
grow in number. This is in contrast to the unpinned case,
where the initial regions were driving increased plasticity,
in their neighborhood. In the case of pinned particles, since
plasticity is localized, nonlocal effects are screened, which
lead to more regions locally yielding. Because of such a
scenario, these spots pop up in a spatially homogeneous
manner, and no system-spanning events are observed.
Thus, at larger strain, yielding happens via the homo-
geneous occurrence of such small-scale localized activities,
filling up the entire system. We note the contrasting spatial
picture for the two systems, at the right-most end of the two
panels, which both have the same global overlap value
(≈0.57). Further, we also note here, that even though
there is a prominent stress overshoot, for c ¼ 0.1, and that
too in the vanishingly small shear-rate limit, no flow
heterogeneities are observed in this case, as has often been
conceived [54].
To summarize, we have studied the shear response of

amorphous solids, in the quasistatic limit, with pointlike
inclusions embedded within them. The significant finding
is that, with increasing concentration of inclusions, yielding
gets delayed as the initiation of plastic activity becomes
difficult with the local constraints imposed by the pinned
particles. One would assume that the local yielding thresh-
olds [55] get altered with the presence of these inclusions,
leading to this hindrance. Further, even when plastic events
occur, the propagation of the stress relaxation across the
system is cut off by the inclusions, leading to localized
dissipation in the form of smaller stress drops, which is
very different from the avalanchelike dissipation in the
unpinned amorphous solid. From the generated displace-
ment fields and their spatial correlations, it is clear that the
stress propagator which has the long-ranged Eshelby form
for the unpinned solid, gets more and more spatially

FIG. 4. Microscopics of yielding. N ¼ 10000. Sequence of
maps of local overlap Q̃ðx; yÞ during yielding, for (left) c ¼ 0,
shown for strain values of 0.0375 (top), 0.0650 (bottom)
and (right) for c ¼ 0.10, shown for strain values of 0.12 (top),
0.31 (bottom). The color bar shows the scale of local overlap in
each case. Corresponding evolution of macroscopic stress (σxy)
and also global overlap function (Q), with increasing strain, are
shown in the bottom panels. See Ref. [44] for further information
and animations.
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screened with increasing pinning concentration and there-
fore the modified form needs to be calculated, to develop
appropriate mesoscale description [56] for the ensuing
yielding scenario. Finally, we have brought together these
different elastoplastic aspects to illustrate how yielding and
subsequent plasticity proceeds, starting from a quiescent
state. Distinct from the spatially heterogeneous initiation of
large scale plasticity in the unpinned amorphous solid, the
presence of the inclusions leads to a more spatially
homogeneous yielding, with the different zones of activity
likely to be more decoupled and toppling independently.
Thus, even though there is increased rigidity due to
inclusions, there are no brittlelike ruptures with accom-
panying shear bands as found in ultrastable glasses [8].
Note that while pinning does not impact the energy levels
of inherent structures, rather a particular pinning construc-
tion localizes the system in a particular metabasin within
the landscape [57,58]. On the other hand, slower annealing
leads to reaching lower energy levels. Thus, the relaxation
paths and thereby the mechanical response in the two cases
can be very different in the two cases. How this scenario
influences the rheology at finite shear rates [12,21,59]
remains to be investigated. Further, motivated by these
results, we have explored [44] how inclusions in the form of
large particles, which would have relatively smaller non-
affine motion under shear, can not only tune the rigidity, but
also have more homogeneous yield mechanism, demon-
strated in this work. Such studies have the potential for
developing soft matter systems or microalloys, which can
continue to be ductile, even when seeded with inclusions to
increase toughness.
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