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Some of the key proteins essential for important cellular processes are capable of recruiting other
proteins from the cytosol to phospholipid membranes. The physical basis for this cooperativity of binding
is, surprisingly, still unclear. Here, we suggest a general feedback mechanism that explains cooperativity
through mechanochemical coupling mediated by the mechanical properties of phospholipid membranes.
Our theory predicts that protein recruitment, and therefore also protein pattern formation, involves
membrane deformation and is strongly affected by membrane composition.
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Protein pattern formation is essential for the spatial
organization of intracellular processes [1]. Examples of
biological significance include Min oscillations that guide
the positioning of the Z ring to midcell in E. coli [2], the
roles of cell polarization in determining the position of a
new growth zone or bud site in S. cerevisiae [3] and the
anteroposterior axis of the embryo in C. elegans [4], and
spatiotemporal patterns formed by members of the Rho
family of GTPases in eukaryotic cells [5]. Such self-
organized patterns are the product of a dynamic interplay
between diffusion (both in the cytosol and on the mem-
brane) and biochemical reactions among proteins and
between proteins and the membrane. A crucial motif in
all of the biochemical reaction networks that drive these
processes is a nonlinear feedback mechanism, which is
generally termed recruitment. Here, membrane-bound
proteins facilitate the binding of other soluble proteins
from the cytosol to the membrane [1]. For example, in E.
coli, membrane-bound MinD is said to recruit both cyto-
solic MinD and MinE to the membrane. What, then, is the
physical basis for such cooperative binding between
proteins and the membrane? One could adopt a purely
chemical perspective and suggest an explanation based on
classical concepts of binding cooperativity [6,7]. However,
an indiscriminately high chemical affinity between recruit-
ing proteins would also promote protein aggregation in the
cytosol as an unwanted side effect. Then, to still facilitate
specific recruitment to the membrane, a possible strategy is
for individual proteins to change their conformation upon
binding to the membrane so as to become chemically affine

scaffolds for other proteins [8,9]. In addition to these
chemical interactions, binding of proteins to membranes
inevitably invokes forces that can lead to membrane
deformation.
Here, we show how such mechanochemical coupling can

lead to a mechanism for the cooperative recruitment of
proteins to phospholipid membranes and thereby provide
an alternative strategy for cooperative membrane binding.
The basic idea is very simple: Attractive forces between
proteins and phospholipids facilitate protein attachment to
the membrane. As equal and opposite forces must act on the
membrane as well, protein binding will induce mechanical
deformation of the membrane. Indeed, it is well known that
membrane shape changes can be caused by curvature-
inducing polymers and proteins [10–19] containing Bin-
Amphiphysin-Rvs (BAR) domains [20–26] and—as
recently shown [27]—also by the Min family of proteins.
Equilibrium theories of the coupling between proteins and
the membrane generally lead to membrane-mediated inter-
actions between membrane-bound proteins, as reviewed in
Refs. [28–30]. The physical origin of such interactions may
be a hydrophobic mismatch for integral proteins [31–35],
surface interactions that depend on curvature [24,25,32,36–
41], or membrane shape fluctuations [42,43]. Furthermore,
these interactions may also depend on the packing density
[44] and composition [45,46] of the membrane. Then,
proteins that are bound to the membrane effectively attract
or repel each other [47–50] and form different aggregates
[30,38,40,51–54]. Here, however, we do not focus on such
self-organization effects. Instead, we ask a different and
independent question, namely, how membrane deforma-
tions affect the affinity and kinetic (un)binding rates of
proteins. We propose a general protein recruitment mecha-
nism caused by indirect interactions facilitated through
mechanical deformations of the membrane.
As we are interested in quantifying the effect of

membrane-mediated interactions on the kinetic rates of

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

PHYSICAL REVIEW LETTERS 123, 178101 (2019)

0031-9007=19=123(17)=178101(6) 178101-1 Published by the American Physical Society

https://orcid.org/0000-0001-8792-3358
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.123.178101&domain=pdf&date_stamp=2019-10-21
https://doi.org/10.1103/PhysRevLett.123.178101
https://doi.org/10.1103/PhysRevLett.123.178101
https://doi.org/10.1103/PhysRevLett.123.178101
https://doi.org/10.1103/PhysRevLett.123.178101
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


protein membrane binding and unbinding, we need to
analyze the dynamics of proteins that are subject to both
cytosolic diffusion (with diffusion constant D) and a
chemical potential gradient μðxÞ caused by the mechano-
chemical interaction of proteins with the membrane. This is
described by a Smoluchowski equation [55,56] for the
cytosolic protein density cðx; tÞ:

∂tcðx; tÞ ¼ D∇2cðx; tÞ þ D
kBT

∇(cðx; tÞ∇μðxÞ): ð1Þ

As proteins diffuse freely in the cytosol and interact
with the membrane only within some narrow range d,
a typical spatial profile of the chemical potential is initially
flat in the cytosol (μ ¼ 0) and then monotonically
approaches that of the proteins at the membrane,
μmðm;uÞ ¼ δF½mðσÞ;uðσÞ�=δmðσÞ, where F denotes the
free energy functional describing the mechanochemical
interaction between proteins and the membrane [57]. In
general, F will depend on both the membrane’s protein
density mðσÞ and its mechanical state uðσÞ at position σ on
the membrane surface; see Fig. 1 for an illustration.
The local free energy density describing the mechano-

chemical coupling between proteins and the membrane is
determined by lipid-lipid and protein-lipid interactions.
We assume that a fluid phospholipid membrane can, on
a coarse-grained level, be considered as an elastically
deformable thin sheet, with bulk modulus κs, vanishing
shear modulus, and a bending modulus κb that is equal for
both principal curvatures [58]. For low levels of strain,
we separate the mechanical degrees of freedom (d.o.f.) of
the membrane into lateral stretching and out-of-plane
bending [59] and write each mechanical contribution to
the free energy as

fmechðuÞ ¼
1

2
κðu − u0Þ2: ð2Þ

Here, u ∈ fρ; Hg is a placeholder variable for the mechani-
cal state (conformation) of the membrane, κ ∈ fκs; κbg
denotes the respective membrane bulk and bending modu-
lus, and u0 denotes the equilibrium conformation (equi-
librium density or intrinsic spontaneous curvature [60]).
As outlined above, there are several factors that deter-

mine the interaction between proteins and the membrane.
Conceptually, one may distinguish between two limiting
cases [Fig. 1(b)]: (A) protein anchorage through a mem-
brane targeting domain that penetrates into the inner
leaflet of the phospholipid bilayer and induces lateral
membrane strain, or (B) protein attachment to the mem-
brane by surface interactions and membrane bending. In
both cases, the binding energy, EB ≥ Eopt, of a protein to
the membrane will depend on the mechanical state
(conformation) of the membrane, u. In particular, the
binding will be strongest, EB ¼ Eopt, for some optimal
mechanical state uopt, where it attains an optimal value

Eopt < 0 [Fig. 1(c)]. This optimal conformation can be
understood as a compromise between maximal attractive
interactions between proteins and lipids, and minimal steric
repulsion [Fig. 1(b)]. As the membrane becomes crowded
with proteins, the binding energy will be reduced due to
protein-protein interactions [61]. Given that the repulsive
part of the Lennard-Jones potential scales as ∝ r−12 at small
distances r, this may be accounted for by a factor 1þ γm6,
with γ < 0; note that the membrane protein density scales
as m ∝ r−2. Then, a Taylor expansion of the chemical free
energy density to lowest order in the membrane confor-
mation, u, yields

fchemðu;mÞ ¼ m

�
Eoptð1þ γm6Þ þ 1

2
ϵðu − uoptÞ2

�
; ð3Þ

where the parameter ϵ characterizes how strongly the
membrane conformation affects protein binding. As noted
above, there is a broad range of cytosolic proteins that bind
to lipid membranes in a curvature-dependent manner
[17,20–23,26,62]; cf. Fig. 1(b), lower panel. For example,
protein-curvature coupling can arise from bending proteins
to the local membrane curvature [25,37,39,40,63–65] or by
bending the membrane to the shape of the proteins in
order to maximize attractive interactions [Fig. 1(b)]. In the
following, we specifically consider proteins that couple to
the membrane curvature (sum of the two principal curva-
tures), u≡H, and discuss lipid-density-coupling proteins
in the Supplemental Material (SM) [66].

(a) (b)

(c)

FIG. 1. (a) We divide intracellular space into reaction compart-
ments (top), each containing one protein on average (blue dot),
and identify the distance from the membrane x as the reaction
coordinate. The proteins diffuse freely far away from the
membrane (x > d, blue area) and sense a chemical potential μ
close to the membrane (x < d, red area), which facilitates protein
binding. Membrane-bound proteins modulate the chemical po-
tential μ (arrow) and therefore induce a positive feedback in the
attachment rate kþ. (b) Exaggerated membrane deformation
illustrates protein interactions. Attachment occurs by (top)
insertion of an anchor into the inner leaflet or by (bottom)
deposition through attractive surface interactions. (c) In both
cases, the mechanical state change (arrows, u ∈ fρ; Hg)
influences both the energy density fmech (solid line) stored in
the deformation of the membrane and the binding energy of a
protein EB (dashed line).
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As mechanical d.o.f. relax much faster than protein
densities, we adiabatically eliminate the mechanical d.o.f.
by assuming ∂uf ¼ 0, where f ¼ fmech þ fchem [73]. This
yields a relation between the membrane conformation u
and the protein density m on the membrane: uðmÞ ¼
u0 þ ðuopt − u0Þm=ðm× þmÞ. Here, the ratio between
the mechanical modulus κ and the mechanochemical
coupling parameter ϵ defines a characteristic membrane
protein density: m× ¼ κ=ϵ. For low membrane protein
density, m < m×, the interaction between the lipids domi-
nates, and the mechanical state of the membrane is given by
the equilibrium value u0; cf. yellow symbols in Fig. 1(c).
With an increasing number of attached proteins, the
membrane gradually deforms and adopts the mechanical
state that is preferred by the proteins; cf. blue symbols in
Fig. 1(c). There is an interplay between a mechanical
energy cost that is lowest at the relaxed state of the
membrane, u0, and a binding energy gain that is highest
in the deformed state of the membrane, which is optimal
for protein binding, uopt. The difference of mechanical
free energy density and binding energy between the
membrane conformations preferred by the proteins and
the lipids reads Δf ≡ Δfmech ¼ 1

2
κðuopt − u0Þ2 and ΔE≡

ΔEB ¼ 1
2
ϵðuopt − u0Þ2, respectively.

Upon eliminating the mechanical d.o.f. using uðmÞ, the
interplay between chemical and mechanical terms becomes
obvious in the dependence of the free energy density on
membrane protein density [Fig. 2(a)],

f
Δf

¼ m̃
1þ m̃

þ m̃ð1þ γ̃m̃6ÞEopt

ΔE
; ð4Þ

where m̃ ≔ m=m× and γ̃ ≔ γ=m6
×. The first term encodes

free energy costs for membrane deformation through
protein binding. With increasing protein density m, this
contribution saturates, as the membrane deforms towards a
binding-favorable conformation, implying that the corre-
sponding mechanical free energy costs for binding of
additional proteins diminish. For intermediate membrane
protein densities, the benefit from protein binding [second
term in Eq. (4)] dominates. Finally, for very high protein
densities, protein binding becomes unfavorable due to
crowding (γ̃ < 0).
The chemical potential at the membrane, μm ¼ ∂mf, i.e.,

the energy needed to bind one additional protein to the
membrane, reads

μmðm̃Þ
Eopt

¼ 1þ 7γ̃m̃6 þ ΔE
Eopt

1

ð1þ m̃Þ2 : ð5Þ

In the absence of crowding effects, the chemical potential
approaches the optimal value Eopt < 0 for large protein
densities on the membrane, m ≫ m×, meaning that there is
an energy gain upon binding [Fig. 2(b), dashed lines].
Crowding counteracts this gain, such that protein binding at

high densities becomes unfavorable [Fig. 2(b), solid lines].
For low densities (m < m×), protein binding is also
disfavored, as there is a free energy cost for mechanically
deforming the membrane that is largest for low membrane
protein densities m; cf. the last term in Eq. (5). The
amplitude of this reduction is given by jΔE=Eoptj, which
we term the protein binding specificity, as proteins with a
higher specificity have a greater preference for mechanical
states other than the relaxed state of the membrane
[Fig. 2(b)]. The less specific the binding of a protein,
the smaller the changes in the chemical potential as a
function of the protein density on the membrane.
What, then, are the implications of these thermodynamic

considerations for the kinetics of protein binding and
detachment? To answer this question, one has to solve a
first-passage-time problem for a particle diffusing in a
chemical potential as described by the Smoluchowski
equation (1). This is a well-studied problem, which dates
back to Kramers’ theory of reaction kinetics [74]. For a
one-dimensional reaction coordinate x, with a reflective
boundary at x ¼ a and an absorbing boundary at x ¼ b, the
first-passage time is given by [55,56]

τ ¼ 1

D

Z
b

a
dxeþμðxÞ=kBT

Z
x

a
dye−μðyÞ=kBT; ð6Þ

where μðxÞ is the spatial profile of the chemical potential. In
Kramers’ classical escape problem, the reaction rate
depends on the height of the barrier that the particle has
to cross by diffusion to reach its target [74]. In our case,
however, there is no such barrier. Instead, as discussed
above, we expect the landscape to exhibit a monotonically
increasing or decreasing profile, depending on whether the
chemical potential at the membrane, μm, is larger or smaller
than the value in the bulk of the cytosol (μcyt ¼ 0); for an
illustration, see Fig. 1.
To estimate the kinetic rates, we simplify the geometry of

the cell as follows. We divide the space near the membrane
into small reaction compartments with respective sizes
given by the average distance ξ between proteins, such that
each compartment contains a single protein on average.

(a) (b)

FIG. 2. (a) Free energy density f=Δf and (b) membrane
chemical potential μm=Eopt plotted as a function of the density
of membrane-bound proteins, m=m×, for a series of different
protein binding specificities, jΔE=Eoptj, indicated in the graph.
Solid lines represent γ̃ ¼ −0.004; dashed lines represent a system
without crowding effects, γ̃ ¼ 0.
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Then, one may approximate a binding process as a
one-dimensional diffusion process: An initially unbound
protein diffusing in the cytosol enters one of these compart-
ments at a distance ξ from the membrane and, after some
time, encounters the membrane located at x ¼ 0. To
calculate the corresponding first-passage time, the mem-
brane is considered as an absorbing boundary. The cyto-
solic boundary of each compartment can effectively be
approximated as a reflective boundary since (on average)
there is always one protein within each compartment; i.e., a
protein leaving the compartment at x ¼ ξ is replaced by one
entering the compartment. Similarly, an unbinding process
may be idealized as a stochastic process, where an initially
bound protein detaches at x ¼ 0 (reflective boundary) and
leaves the compartment at x ¼ ξ (absorbing boundary).
Given our limited knowledge of the profile of the

chemical potential, we chose to approximate it by a
piecewise linear function [Fig. 1(a)]. The protein diffuses
freely (μ ¼ 0) at large distances from the membrane
(x > d). In the vicinity of the membrane (x < d), we
assume a linear profile μ ¼ μmð1 − x=dÞ. In the following,
we discuss—for simplicity—the case where ξ ¼ d. The
more general (and more realistic) case, where the protein
also crosses a preceding flat potential of length ξ − d > 0,
yields qualitatively similar results and is discussed in the
SM [66]. With these approximations, we can use Eq. (6) to
obtain an explicit analytic expression for the mean first-
passage times τ� of attachment and detachment [75]. The
corresponding kinetic rates, k� ¼ τ−1� , expressed in units of
the basic diffusion time τ ≔ 2D=ξ2, are found to be

k�τ ¼
1

2

�
μm
kBT

�
2
�
e�μm=kBT ∓ μm

kBT
− 1

�
−1
: ð7Þ

These rates exhibit a pronounced nonlinear dependence on
the membrane protein density (Fig. 3). Hence, protein
attachment and detachment are both cooperative processes,
owing to the mechanochemical coupling mediated by
membrane elasticity. By fitting the attachment rate,
Eq. (7), at low densities with kþ ≈ aþ bm̃n, we infer a
relationship between the protein specificity jΔE=Eoptj and
the (Hill) cooperativity coefficient n [Figs. 3(c) and 3(d)];
for an analysis in terms of Hill curves, refer to the SM [66].
Strong cooperativity (n > 1) occurs only for high protein
specificities, jΔE=Eoptj > 1. This implies that induction of
a membrane conformation that favors protein binding
requires the binding of a disproportionally large number
of proteins to the membrane. Therefore, in the deterministic
limit, proteins would not attach to the membrane at all
[Fig. 2(a), empty triangles and diamonds]. However,
stochastic binding events, while unlikely at low protein
densities, reduce the free energy cost of subsequent binding
events and thereby increase their likelihood. This positive
feedback leading to recruitment is a purely stochastic effect

and is related to nucleation during discontinuous phase
transitions.
To assess whether the proposed indirect cooperativity

mechanism could actually come into play at physiological
protein concentrations, we estimate its various parameters
from known literature values. For proteins with a mem-
brane curvature sensing domain, typical values for the
optimal curvature and binding energy are Hopt ¼ 0.1 nm−1

[21,76] and Eopt ≈ −5kBT [77]; we assume vanishing
spontaneous curvature (H0 ¼ 0). Across different studies,
the bending modulus of a phospholipid bilayer was
measured to be in the range of κ ≈ 10…50kBT, suggesting
a typical value κ ≈ 30kBT [28,78,79]. Taking a value
jΔE=Eoptj ¼ 2 for protein specificity where nonlinear
binding kinetics is significant (recruitment) [Fig. 3(d)],
the corresponding range of concentrations, m < m× ≈
3 × 104 μm−2, easily encompasses any physiological
value; the maximum packing density of proteins with size
10 nm is 1 × 104 μm−2.
In summary, we have shown that mechanochemical

coupling between proteins provides a possible mechanism
for the nonlinear binding kinetics (recruitment) of proteins
to the membrane. The effect originates from the interplay
between protein-lipid and lipid-lipid interactions, which
induce mechanical deformations of the membrane and
thereby alter the protein binding environment. As pro-
tein-lipid interactions become dominant with increasing
concentrations of membrane-bound proteins, the mem-
brane’s mechanical state becomes more favorable for
binding. This shows how cooperativity and the recruitment
of proteins can naturally emerge without any reliance on
direct chemical interactions and conformational changes.
The results should certainly be applicable to proteins that
are known to bend membranes, e.g., proteins containing

(a)

(c)

(b)

(d)

FIG. 3. Kinetic rates for membrane attachment kþτ (a) and
detachment k−τ (b) as a function of m̃ for Eopt ¼ −5kBT and a set
of protein specificities jΔE=Eoptj as in Fig. 2. Solid and dashed
lines represent γ̃ ¼ −0.004 and γ̃ ¼ 0, respectively. (c) For low
membrane protein concentrations m̃, the attachment rate can be
approximated by aþ bm̃n; corresponding fits are indicated by
the dotted lines. (d) The cooperativity coefficient n increases with
protein specificity jΔE=Eoptj.
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BAR domains [20–23,26]. As recent experiments have
unexpectedly shown that Min protein oscillations can lead
to oscillations in vesicle shape [27], we would argue that
our theory should also apply to the broad class of NTPases
that are essential for cellular protein pattern formation.
Thus, strain sensing and generation might not only be a
property of a few specialized proteins but might actually be
a prominent and perhaps general feature of membrane-
binding proteins. Further exploration of curvature sensing
during macroscopic pattern formation might be highly
rewarding [80–82]. Our theory predicts that one can alter
the recruitment exponent n of membrane-binding proteins
by tuning the protein specificity (possibly by changing the
membrane composition or introducing permanently bound
membrane-bending proteins). Such a change in coopera-
tivity should have a much stronger effect on emerging
protein patterns than the tuning of reaction rates because it
changes the nature of the nonlinear coupling. We would
expect profound changes in the protein dynamics that could
be explored using appropriately modified reaction-diffu-
sion models for various cellular systems [83–88], as well as
by experimentally tinkering with the composition of the
membrane. Finally, it would be highly interesting and
rewarding to quantify the mechanochemical effect for
specific membrane-binding proteins experimentally. This
would provide an interesting basis for theoretical models of
pattern-forming protein systems and contribute towards
revealing the universal role of membrane elasticity in
cellular functions.
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