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Nanofluidic systems could in principle be used to produce electricity from waste heat, but current
theoretical descriptions predict a rather poor performance as compared to thermoelectric solid materials.
Here we investigate the thermoelectric response of NaCl and NaI solutions confined between charged
walls, using molecular dynamics simulations. We compute a giant thermoelectric response, 2 orders of
magnitude larger than the predictions of standard models. We show that water excess enthalpy—neglected
in the standard picture—plays a dominant role in combination with the electro-osmotic mobility of the
liquid-solid interface. Accordingly, the thermoelectric response can be boosted using surfaces with large
hydrodynamic slip. Overall, the heat harvesting performance of the model systems considered here is
comparable to that of the best thermoelectric materials, and the fundamental insight provided by molecular
dynamics suggests guidelines to further optimize the performance, opening the way to recycle waste heat
using nanofluidic devices.
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Introduction.—With a fast-growing energy consump-
tion, and energy production based mostly on fossil fuels,
our society is in crucial need of new, sustainable energies.
Nanofluidic systems could play a key role in the develop-
ment of such new energies [1,2]. For instance, blue energy
systems based on membranes with nanoscale porosity can
produce electricity from salinity difference with very good
efficiency, opening the way to large-scale harvesting of the
osmotic energy of sea water [3–5]. At the core of nano-
fluidic energy conversion systems lies the so-called electro-
kinetic (EK) effects, coupling different types of transport in
nanochannels [6,7]. In aqueous electrolytes, EK effects
arise from the dynamics of the electrical double layer
(EDL), a diffuse layer of non-neutral liquid in the vicinity
of charged surfaces, whose thickness—the Debye length
λD—is typically nanometric in aqueous electrolytes [8–10].
EK energy conversion has been studied since the early

1960s, but it has found a renewed interest with the advent
of nanofluidic systems, offering significant efficiency
improvements [11,12], as predicted theoretically [13,14]
and measured experimentally [15]. Hydroelectric energy
conversion has been studied extensively in the past 15 years
[5,16–19]. The increased performance arises from several
mechanisms specific to the nanoscale [20], e.g., liquid-solid
slip [1,21–23]. However, the possibility to use nanofluidic
systems as thermoelectric converters has only been dis-
cussed very recently [24–29]. Traditional thermoelectric
semiconductors offer high thermoelectric performance at
room temperature, but their use is limited owing to their
toxicity and rarity [26]. In that regard, EK effects have been
studied and some analytical models have been suggested
[26,30–36]. In particular, a recent theoretical study reported
enhanced Seebeck coefficient in confined electrolyte

solutions [30,31], an effect explained by the electrostatics
of the EDL, in the spirit of a standard picture developed by
Derjaguin and co-workers [37,38].
Here, we perform molecular dynamics (MD) simulations

to explore the physical mechanisms at play in the thermo-
electricity of nanofluidic channels, and we show that the
thermoelectric response of confined electrolytes can be
orders of magnitude higher than what is predicted by
standard models.
Methods.—Under external gradients of electric potential

−∇U and of temperature −∇T, the thermoelectric response
of a fluidic system can be described by the nondiagonal
terms of the response matrix [39]:

�
je
jh

�
¼

�
σ M12

M21 κT

�
×
� −∇U

−∇T=T
�
; ð1Þ

where je is the electric current density, jh is the heat flux
density, σ and κ are the electrical and thermal conductivities
of the system, and Mij are phenomenological coefficients.
M12 characterizes the so-called Seebeck effect—the con-
version of heat into electricity, andM21 describes the Peltier
effect—generation of an excess heat flux in an electric
field. According to Onsager reciprocal relations, M12 ¼
M21 ¼ MTE [39,40]. In the following, we will refer toMTE
as the thermoelectric coefficient.
We conducted MD simulations with LAMMPS [41] to

compute the thermoelectric response of aqueous electrolyte
solutions confined between two parallel Einstein solid
walls (Fig. 1) and explored, in particular, the effect of
surface charge. We considered two electrolytes, NaCl and
NaI, which were shown to display different electro-osmotic
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(EO) responses due to ionic specificity [42,43]. We present
here the main features of the simulations, and we report
details in the Supplemental Material [44].
We used the TIP4P=2005 model [64] for water, and the

scaled-ionic-charge model by Kann and Skinner [65] for
ions. Liquid-solid interactions were taken from a previous
MD study [42,43] of EO on a generic hydrophobic surface
(contact angle ∼140°), unless specified. We will come back
to the large value of the contact angle in the following.
Beyond the value of the surface charge, we explored the
role of charge distribution by considering homogeneously
or heterogeneously charged walls [44]. Counterions were
added in the liquid to ensure electroneutrality.
The bulk electrolyte concentration ρb was set to ca.

0.35M unless specified (we will also present simulations
without salt). This large salt concentration ensures that the
Debye length, λD ≈ 5 Å, is ∼10 times smaller than the
system height, so that the EDLs do not overlap.
To obtain the thermoelectric coefficient, we maintained

the system at T ¼ 298 K (applying a Nosé-Hoover thermo-
stat to the liquid, only on the degrees of freedom
perpendicular to the flow) and p ¼ 1 atm [44], we applied
different external electric fields Ex ¼ −∇xU between 0.05
and 0.2 V=nm in independent simulations, and we com-
puted the excess heat flux density jh as detailed in previous
work [66,67] and in Ref. [44]:

jh ¼
1

2d

Z
d

−d
δhðzÞvðzÞdz; ð2Þ

where d is the half height of the channel, δh is the excess
enthalpy density, and v is the velocity. The linearity of the
response to the electric fields was checked and the linear
regression of jh against Ex gave the thermoelectric coef-
ficient MTE ¼ M21 ¼ jh=Ex. Note that the large electric
fields considered here are commonly used in MD studies to

extract the induced fluxes from thermal noise [42,43,
68–72]; indeed, it has been shown that EK response
coefficients obtained with such electric fields were con-
sistent with equilibrium results obtained through the linear
response theory, i.e., in the limit of vanishing forcing
[69,73,74].
Results and discussion.—Figures 2(a) and 2(b) display

the evolution of the thermoelectric coefficient MTE on a
homogeneously charged hydrophobic surface as a function
of the surface charge. For the two salts, jMTEj goes through
a maximum on both positively and negatively charged
surfaces, and the dependency of MTE against Σ is highly
asymmetrical. Also, the response can be quite different for
NaCl and NaI; see, e.g., Σ ¼ −60 mC=m2 in Fig. 2(b). All
these observations are in contrast with Derjaguin’s treat-
ment of thermoelectricity in charged liquids, which predicts
MTE ∝ Σ3 [37,38].
We will now try to capture these numerical results

theoretically. Our starting point is the expression of the

FIG. 1. Illustration of the simulation system. An aqueous
electrolyte solution is confined in a slit nanochannel with charged
inner surfaces. An external electric field is applied and the heat
flux is computed. The arrows indicate the directions of ion
motion.

FIG. 2. (a) Thermoelectric coefficient MTE as a function of the
surface charge Σ, for NaCl solutions with homogeneously
charged hydrophobic surfaces. Open symbols, MD results; solid
lines, theoretical estimates of different contributions (see text
for details). (b) MTE vs Σ, comparison between NaCl and NaI.
Open symbols, MD results; solid lines, model taking into account
the water and solvation contributions (see text for details).
(c) Computed ζ potential as a function of Σ for NaCl and NaI
solutions.
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excess enthalpy density δhðzÞ in Eq. (2), which for
electrolytes can be decomposed in two terms:

δhðzÞ ¼ δhwatðzÞ þ δhEDLðzÞ: ð3Þ

The first term corresponds to the excess enthalpy of water
molecules, and is commonly neglected in treatments of
thermoelectricity [37,38], and the second term is related to
the EDL. This latter contribution can be decomposed into
three terms:

δhEDLðzÞ ¼ δhelðzÞ þ δhosmðzÞ þ δhsolvðzÞ: ð4Þ

The first term, δhel, has an electrostatic origin, and is the
one considered in the standard picture; the second term,
δhosm, originates from the osmotic pressure of the counter-
ions; and the last term, δhsolv, arises from the solvation
enthalpy of the ions. The expression of the electrostatic and
osmotic excess enthalpy is given in Ref. [44], and in the
following we concentrate on the solvation term, as it will be
shown to be larger than the two other EDL contributions. In
the limit of separate EDLs, the solvation excess enthalpy
writes:

δhsolvðzÞ ¼ hþfnþðzÞ − nþb g þ h−fn−ðzÞ − n−bg; ð5Þ

where n�ðzÞ denote the ion number density, n�b their bulk
value, and h� the ion solvation enthalpy. Here we used the
bulk values of h� to estimate the solvation term of all the
ions. Figure 2(a) shows the three EDL contributions to the
thermoelectric coefficient for NaCl solutions. The electro-
static part and the osmotic part are smaller than the
simulation results, by 2 and 1 order of magnitude, respec-
tively. This implies that the thermoelectric response of the
confined electrolyte is much larger than what is predicted
by the standard picture. The solvation term is much larger
than the other EDL contributions, but still smaller in
amplitude than the computed MTE. Let us now estimate
the water contribution in Eq. (3). To that aim, we used the
enthalpy profile as computed in additional simulations on a
system of pure confined water, keeping all the other
parameters constant. In order to calculate the resulting
coefficient MTE, we convoluted this approximate excess
enthalpy with the EO velocity obtained from the simu-
lations. Figure 2(a) shows that the water contribution is
dominant over the EDL terms, and is of the same order of
magnitude as the NaCl simulation results. The water term
provides a good description of the simulated MTE for
negatively charged surfaces. However, it tends to overesti-
mate jMTEj for positively charged surfaces and also for
negative highly charged surfaces. Hence, the water term
does not capture all the complexity of the thermoelectric
response of the confined liquid.
To confirm this statement, we have added to δhw the

solvation term δhsolv and compared to the simulation results

for both NaCl and NaI in Fig. 2(b). The corresponding
solvation term is calculated beyond the Poisson-Boltzmann
approximation, by directly using the simulated ionic
density profile. For NaCl, the agreement is very good over
the range of Σ considered, while for NaI the agreement is
only partial. This partial agreement may be explained by
the fact that both the water and solvation terms are
approximate, in so far as we used bulk enthalpies to
describe the solvation of confined ions, and the water term
is calculated for a pure water system. Nevertheless, from
Figs. 2(a) and 2(b) we conclude that the thermoelectric
response of the confined electrolyte is dominated by the
water contribution, and to a lesser extent by the solvation
contribution.
Apart from the excess enthalpy density, the thermoelec-

tric response is intimately related to the EO mobility,
usually quantified in terms of the so-called ζ potential
through the Helmholtz-Smoluchowski (HS) equation
[14,75]: vEO ¼ −ðε=ηÞζEx, with ε and η the bulk permit-
tivity and shear viscosity, respectively. The EO mobility
can be amplified by the liquid-solid slip [7,14,73,76],
which is quantified by the slip length b (the extrapolated
depth where the no-slip boundary condition would apply).
This amplification has been studied theoretically [76–79]
and experimentally [80,81], showing that the ζ potential
writes ζ ¼ ϕ0 þ Σb=ε, with ϕ0 the surface potential. We
estimated ζ following the experimental procedure, by
computing the EO velocity under an electric field and
applying the HS equation [44]. Figure 2(c) shows its
nonmonotonic behavior as a function of the surface charge,
which is due to the decrease of the slip length b with Σ
[43,79,82,83]. This complex behavior of ζ in combination
with the excess enthalpy density profile results in the
nonmonotonic and asymmetrical behavior of MTE.
Through the EO mobility, the thermoelectric response

can also be enhanced by slip. To illustrate this point, we
focused on NaCl and a homogeneous charge of
−30 mC=m2, and we tuned the liquid-solid slip by con-
sidering surfaces with different wetting properties: one
hydrophilic (θ ∼ 60°) with a low slip length of ca. 0.2 nm,
and another very hydrophobic (θ ∼ 180°) with a large slip
length of ca. 6.8 nm (details on contact angle estimation can
be found in Ref. [44]). Although the original hydrophobic
and the very hydrophobic surfaces might appear unrealistic
in terms of wetting, the values of slip lengths we obtained
are measured experimentally on moderately hydrophobic
surfaces [7], and even larger slip lengths have been
observed on new 2D materials or in nanotubes [84–87].
Moreover, the amplitude of the interfacial enthalpy excess
did not change much when we increased the contact angle
from ∼60° to almost 180°, so that the thermoelectric
responses computed in this work—controlled by both
the interfacial enthalpy excess and liquid-solid slip—
should not be unrealistic. For the low-slip surface we
obtained a very small value ofMTE¼−0.32�0.05C=ðmsÞ.
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In contrast, we obtained a very large value of MTE ¼
21.45� 0.54 C=ðmsÞ on the high-slip surface. Liquid-
solid slip therefore represents a powerful lever to optimize
thermoelectric conversion in nanofluidic systems.
All the results discussed so far concern systems char-

acterized by a uniform surface charge distribution, mim-
icking, e.g., a polarized surface. However, surface charge
can also result from randomly distributed charged groups,
e.g., on silica. Therefore, we also simulated hetero-
geneously charged surfaces, and for both NaCl and NaI
solutions, the values of MTE were smaller by typically a
factor of 10 [44]. Note that the excess enthalpy density
profiles remained similar between homogeneous and
heterogeneous surfaces, and that the decrease of MTE
can be mostly related to different hydrodynamic boundary
conditions [44].
Finally, we focus on the energy harvesting applications

of such nanofluidic systems. We evaluate the performance
of thermoelectric energy conversion with nanofluidic
devices, by computing their Seebeck coefficient Se, and
their so-called figure of merit denoted ZT, traditionally
used to quantify the performance of thermoelectric materi-
als. The Seebeck coefficient is defined as Se ¼ −∇V=∇T
when je ¼ 0. It then results from Eq. (1) that Se ¼
MTE=ðσTÞ. ZT is expressed as a function of the Seebeck
coefficient Se, the thermal conductivity, the electric con-
ductivity, and the temperature: ZT ¼ σS2eT=κ. The figure of
merit can equivalently be expressed as a function of the
thermoelectric coefficient MTE: ZT ¼ M2

TE=ðσκTÞ. To
quantify the expected experimental figure of merit, we
assume in the following that the solid walls may be
chosen in order to have limited influence on the device
thermoelectric response. In particular, we use the
experimental thermal conductivity of water, κwat ¼
0.609 Wm−1K−1, and we assume that the solid walls
are electric insulators with a negligible thermoelectric
response, so that the electric conductivity σ and thermo-
electric coefficient MTE are those of the confined liquid,
computed in the simulations.
Figure 3 displays the computed ZT and Se against the

surface charge density, for the same systems studied in
Fig. 2. NaCl generally offers better performance than
NaI. A maximum ZT of ca. 0.1 is obtained for
Σ ¼ −15 mC=m2, corresponding to a Seebeck coefficient
of ca. 10 mV=K. In a recent theoretical work [30], jSej
originating from the electrostatic term was estimated to be
ca. 0.2 mV=K in a confined fluidic system, with a similar ζ
potential and the same ratio of the slit gap to the Debye
length. Other simulation studies evaluated the Seebeck
coefficient of bulk electrolyte solutions [32,33], and found
absolute values of up to ∼0.1 mV=K. Our maximum value
also exceeds the experimental data on ion-exchange mem-
brane systems reviewed in Ref. [26] by one order of
magnitude. Note that the large thermoelectric effects
observed here are specific to the nanoscale. Indeed, as

detailed in Ref. [44],MTE and ZT should decrease with the
channel size d, and vanish in macroscopic pores.
However, there is still room to enhance the thermoelec-

tric performance of nanofluidic devices, by addressing
several key factors appearing in ZT. First, we have shown
that a large slip length b results in high EO mobility
and thermoelectric coefficient, so high-slip surfaces are
preferred. Second, in contrast with the traditional solid
thermoelectric materials, a small electrical conductivity is
favorable to enhance ZT, for a given MTE. Since thermo-
electric transport arises from the counterions at the inter-
face, the only way to reduce the electric conductivity is by
reducing the ion concentration in the bulk. To assess that
point, we conducted an additional set of simulations on a
salt-free system containing only counterions, with the most
hydrophobic and homogeneously charged surface tested
above. For Σ ¼ −30 mC=m2, we obtained a high ZT of ca.
2.7, comparable to that of the best performing room
temperature thermoelectric materials such as nanostruc-
tured Bi2Te3 and Bi2Se3. Of course this giant ZT was
obtained for a somewhat ideal system, with homogeneous
surface charge and large slip length. However, in real
systems where it might be difficult to combine a large,
heterogeneous surface charge with a large slip length, we
suggest that many other potential levers remain to be
explored in order to optimize the heat harvesting perfor-
mance. As a simple example, we have shown that the
interfacial enthalpy excess of the solvent plays a key role.
One could then add a (neutral) solute to affect the bulk (and
interfacial) enthalpy density of water in order to enhance
the interfacial enthalpy excess.
Summary.—We computed the thermoelectric coefficient

using MD simulations for a model nanofluidic system with
electrolyte solutions and charged solid walls. We showed
that the standard electrostatic picture of the EDL cannot
describe the global thermoelectric transport in nanofluidic
systems. First, compared to the ion solvation enthalpy, the
electrostatic and osmotic contributions induced by the EDL
were found to be negligible. Second, we outlined the
dominant role of water molecules enthalpy in the thermo-
electric transport of the electrolyte, which is neglected in
the standard picture. Finally, hydrodynamic slip can largely

FIG. 3. (a) Figure of merit ZT and (b) corresponding Seebeck
coefficient Se against the surface charge density Σ, for the same
systems studied in Fig. 2.
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enhance the thermoelectric coefficient, and should be taken
into account in the modeling and engineering of such
transport process. In particular, we showed that the spatial
distribution of the surface charge has a strong impact on
slip, and hence on the thermoelectric coefficient. Better
performance was obtained for a homogeneous surface
charge, representative of, e.g., polarized surfaces. We also
investigated the heat harvesting efficiency displayed by
these nanofluidic systems by computing the so-called
figure of merit and the Seebeck coefficient. We discussed
the interest of reducing the salt concentration, and we
showed that figures of merit comparable to those of state-
of-the-art solid-state thermoelectric materials could be
obtained in the salt-free limit. Although our simple model
neglects practical effects that could limit the performance of
experimental systems, we hope our results will motivate
further theoretical and experimental work toward the
realization of efficient nanofluidic waste heat harvesters.
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