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We observe the magnetic oscillation of electric conductance in the two-dimensional InAs=GaSb
quantum spin Hall insulator. Its insulating bulk origin is unambiguously demonstrated by the antiphase
oscillations of the conductance and the resistance. Characteristically, the in-gap oscillation frequency is
higher than the Shubnikov–de Haas oscillation close to the conduction band edge in the metallic regime.
The temperature dependence shows both thermal activation and smearing effects, which cannot be
described by the Lifshitz-Kosevich theory. A two-band Bernevig-Hughes-Zhang model with a large
quasiparticle self-energy in the insulating regime is proposed to capture the main properties of the in-gap
oscillations.

DOI: 10.1103/PhysRevLett.123.126803

Introduction.—Magnetic oscillations in metals stem
from the Landau quantization of charged particles in a
magnetic field and have been a standard tool to measure the
Fermi surfaces of metals [1]. In two-dimensional electron
systems (2DESs), the Shubnikov–de Haas (SdH) oscilla-
tion of conductance evolves into the integer quantum Hall
effect when only a few Landau levels (LLs) are filled. In the
fractional quantum Hall effect, the magnetic oscillations of
composite fermions offer a unique window looking into
many-body physics in this strongly interacting electron
system [2,3].
Recently, unconventional magnetization and resistivity

oscillations were observed in the Kondo insulators, SmB6

and YbB12 [4–8], which challenged the canonical theory of
magnetic oscillations and triggered intense studies and
controversies. The first concern is whether these oscilla-
tions come from the insulating bulk states. This is obscured
by the presence of metallic surface states in the 3D
topological Kondo insulators [4,9,10]. Therefore, it is
particularly desirable to observe magnetic oscillations in
2D topological insulators, e.g., the InAs=GaSb quantum
well (QW) [11], in which the bulk and edge transport
channels can be clearly distinguished by designing different
sample geometries. This is achieved in this Letter, and the
insulating bulk state is shown to be the origin of the in-gap
conductance oscillations.
Second, it is not clear whether the in-gap oscillations can

be captured by the Landau quantization of gapped single-
particle states [12–15] or whether one must consider some
kind of (nearly) gapless charge-neutral excitations [16–20].

In experiments, the absence of low-temperature thermal
conductivity [21,22] (cf. Refs. [6,23]) poses a severe
constraint on charge-neutral excitations. On the other hand,
in single-particle models, the in-gap oscillations require a
narrow hybridization gap [12–14]. The electron inter-
actions and disorders can introduce a finite quasiparticle
self-energy and reduce the hybridization gap, and thereby
significantly enhance the in-gap oscillations [15,23].
In this Letter, we report the observation of magnetic

oscillations in the 2D InAs=GaSb quantum spin Hall
(QSH) insulator. The magnetic oscillations are observed
both in the resistance of a Hall bar and in the conductance
of a Corbino disk device. They exhibit a π phase difference.
This demonstrates the insulating bulk origin of the in-gap
oscillations. The in-gap oscillation frequency is higher than
the SdH oscillation in the conduction band close to the band
edge. This is captured by a two-band Bernevig-Hughes-
Zhang model with a large quasiparticle self-energy intro-
duced phenomenologically in the insulating regime,
which may be attributed to the unscreened Coulomb
interaction. The temperature dependence of the in-gap
oscillation strongly deviates from the conventional
Lifshitz-Kosevich (LK) theory in metals [1,24]. The oscil-
lation amplitude can either increase (thermal activation) or
decrease (thermal smearing) with the temperature depend-
ing on the Fermi energy, which is qualitatively consistent
with the theoretical predictions in narrow-gap topological
insulators [11,13].
Materials and methods.—The InAs=GaSb QW is a

type-II semiconductor heterostructure. The valence band
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edge of the GaSb layer is higher than the conduction band
edge of the InAs layer. The hybridization of these spatially
separated electron and hole bands opens a minigap [25]. It
has been established to be a highly tunable platform to
realize the 2D QSH effect [26–28].
The InAs=GaSb QWs are grown on the n-type GaSb

substrate by molecular beam epitaxy. The detailed structure
of the QW is shown in the Supplemental Material [29].
Both dual-gated Hall bars and Corbino disk devices are
fabricated. All conductance oscillations are measured from
a Corbino device. The measurements are performed using
the standard low-frequency lock-in technique in a 3He
cryostat equipped with a superconducting magnet coil up to
9 T. We also measure the conductance in a tilted magnetic
field in a 3He cryostat equipped with a superconducting
magnet up to 15 T. All data are taken at 300 mK except for
the temperature dependence measurements.
We also fabricate the strained-layer InAs=Ga0.68In0.32Sb

QSH insulator, which has a larger hybridization gap and a
more insulating bulk state [30,31]. Similar in-gap resistance
oscillations are observed and described in detail in the
Supplemental Material [29].
In-gap magnetic oscillations from insulating bulk

state.—We first show a standard Landau fan diagram to
visualize the LLs of the InAs=GaSb QW in a perpendicular
magnetic field B⊥. A 2D map of the conductance Gxx
measured with a Corbino device as a function of the front
gate bias Vf and B⊥ is shown in Fig. 1(a). The gating Vf

tunes the Fermi energy from the conduction band to the
valence band across the hybridization gap. One represen-
tative Gxx curve in each regime is drawn in Fig. 1(c). The
blue and the red curves exhibit typical SdH oscillations of
2D metals. Surprisingly, the conductance oscillation is also
observed in the QSH insulator regime (black curve). While
the Landau level spectra in an inverted InAs=GaSb system
have been reported in a number of interesting experimental
Letters [32–34], the present Letter will focus on the in-gap
magnetic oscillations.
Does the in-gap conductance oscillation come from the

insulating bulk state? This is a major issue not fully settled
in 3D Kondo insulators due to the presence of metallic
surface states [4,9,10]. Fortunately, the electric transport of
the bulk and the edge states can be distinguished in 2D
devices of the InAs=GaSb QWs. The conductance Gxx and
the resistance Rxx are measured with a Corbino disk and a
Hall bar device, respectively. They show antiphase oscil-
lations with B⊥ [Fig. 2(a)].
First, in the Corbino device, the edge states are shunted by

themetal electrodes; thus the conductance is only contributed
by the bulk state. Second, the bulk resistance reaches 200 kΩ
at zero magnetic field, which is an order-of-magnitude
larger than the resistance quantum h=e2 ¼ 25.8 kΩ, and
thus the bulk state is sufficiently insulating. In 2Dmetals, the
Hall resistivity ρxy is much larger than the longitudinal
resistivity ρxx in a moderate B⊥; thus the conductivity

σxx¼ρxx=ðρ2xxþρ2xyÞ≃ρxx=ρ2xy∝ρxx should show in phase
oscillations as ρxx. However, in an insulator, ρxy ≪ ρxx, thus
σxx ≃ 1=ρxx, leading to the antiphase oscillations ofGxx and
Rxx. Therefore, the above observations unambiguously
demonstrate that the in-gap magnetic oscillations originate
from the insulating bulk state.
The in-gap conductance oscillation is approximately

periodic in 1=B like the SdH effect in metals. In single-
particle models of magnetic oscillations in hybridized
insulators, the oscillation frequency is determined by the
electron density n0 of the compensated semimetal if the
band hybridization is turned off [12–15,23],

Δν
Δð1=BÞ ¼

h
e
n0; ð1Þ

(a)

(b) (c)

FIG. 1. (a) 2D conductance map as a function of the front gate
bias Vf and the perpendicular magnetic field B⊥, which is
measured with a Corbino device (optical microscope image in
inset) at 300 mK. The conductance traces at three gate biases are
plotted in (c) to represent the electron (Vf ¼ −0.2 V, blue), the
hole (Vf ¼ −0.9 V, red), and the insulating (Vf ¼ −0.75 V,
black) regimes, respectively. The inverted band structure is
schematically plotted in (b), where the Fermi energies of the
three curves are labeled.
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in which ν is the filling factor. We plot the filling factor
diagram of the conductance minima in Fig. 2(b). The fitting
yields n0 ¼ ð1.63� 0.05Þ × 1011 cm−2. Quite unexpect-
edly, the electron density n exhibits a jump when Vf is
tuned from the conduction band into the hybridization gap
[Fig. 2(b), inset]. In other words, the electron density in the
conduction band extracted from the SdH oscillations can be
smaller than n0.
The InAs=GaSb QSH insulator is described by the two-

band Bernevig-Hughes-Zhang (BHZ) model [26,35],

H0 ¼
�
hðkÞ 0

0 h�ð−kÞ
�
;

hðkÞ ¼
 ℏ2k2

2m�
e
− μe wðkx þ ikyÞ

wðkx − ikyÞ − ℏ2k2
2m�

h
þ μh

!
:

Here, the electron and hole effective masses m�
e ¼ 0.040me

andm�
h ¼ 0.136me are taken in accord with the experiments

[36]. The band inversion μe þ μh ¼ πℏ2n0ð1=m�
e þ 1=m�

hÞ.
We set w ¼ 0.8 eVÅ, which is comparable to the results of
first-principle calculations with similar QW widths [37].
The band structure of the BHZ model is shown in

Fig. 2(c). When the Fermi energy is in the conduction band,

the SdH oscillation frequency is proportional to the electron
density ne, ½Δν=Δð1=BÞ� ¼ ðh=eÞne, which vanishes as the
Fermi energy decreases to the band bottom.
In 2DESs, the Coulomb interactions lead to a finite

quasiparticle self-energy Σ, which should be quite large in
the insulating regime due to the absence of charge screen-
ing. Here we treat Σ ¼ diagð−iΓe;−iΓh;−iΓe;−iΓhÞ as
phenomenological parameters and consider the asymmetric
case Γh > Γe because of the larger hole mass. As shown by
Shen and Fu [15], the asymmetric self-energy reduces the
hybridization gap [see Fig. 2(c)] and greatly enhances the
in-gap oscillation, and the frequency is given by Eq. (1).
Therefore, the oscillation frequency exhibits a jump com-
pared to the SdH frequency in the metallic regime as a
consequence of the enhanced self-energies in the insulating
regime.
The density of states (DOS) at the Fermi energy in a

magnetic field are calculated in both the metallic and
insulating regimes assuming different self-energies,
DðϵÞ ¼ 2ImTrðH0 þ Σ − ϵÞ−1, and the details are shown
in the Supplemental Material [29]. The calculated carrier
density n is found to exhibit a similar variation as the
experiments [Fig. 2(d)]. We note that such a variation
cannot be produced if the self-energy is taken to be the
same in both regimes (see the Supplemental Material [29]).

(a)

(c) (d)

(b)

FIG. 2. (a) Anomalous magnetic oscillations of Gxx and Rxx in the hybridization gap. (b) Filling factor index diagram. The fitting
yields n0 ¼ ð1.63� 0.05Þ × 1011 cm−2. (Inset) Electron density n in the conduction band (blue dots) and n0 in the hybridization gap
(red dot), and zero-field conductance Gxx (black curve) vs Vf. The dashed line is a guide for the eye. (c) Energy dispersion (real part of
the eigenvalues) of H ¼ H0 þ Σ with n0 ¼ 1.6 × 1011 cm−2. Blue lines, Γe ¼ Γh ¼ 0; red lines, Γe ¼ 1 meV, Γh ¼ 16 meV. Also
shown is the dispersion without hybridization (black dashed lines). (d) Electron density fitted from the density of states oscillations
calculated from the two-band model. Blue dots, in the metallic regime, Γe ¼ 0.2 meV, Γh ¼ 0.4 meV. Red squares, in the insulating
regime, Γe ¼ 1 meV, Γh ¼ 16 meV. n0 is indicated by the gray line. The blue vertical line indicates the conduction band edge. The
dashed line is the Fermi surface area in the conduction band when the self-energy is turned off.
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Therefore, this peculiar variation of the frequency points to
the strong Coulomb interaction effect, particularly in the
insulating regime.
The band inversion of the QW can be tuned by the back

gate Vb when fixing the chemical potential inside the gap
by changing Vf. The evolution of the in-gap conductance is
shown in Fig. 4(a). As Vb is tuned from 3 to−1 V, the band
inversion gradually decreases and all oscillatory features
shift to lower B⊥; thus the oscillation frequency is reduced.
This is consistent with Eq. (1) from the two-band model.

Temperature dependence.—The temperature depend-
ence of the in-gap conductance is shown in Fig. 3. In order
to extract the oscillation amplitudes, we take the second-
order derivative −∂2

B−1Gxx to remove the monotonic back-
ground, which is shown in Figs. 3(b) and 3(c). As the
temperature increases, the in-gap oscillation amplitude near
the valence band edge (Vf ¼ −0.85 V) gradually decreases
[Fig. 3(b)], which is reminiscent of the LK theory of the
thermal smearing effect in metals [1,24]. However, at the
charge-neutral point (CNP) (Vf ¼ −0.75 V), the oscillation
amplitude increases with the temperature [Fig. 3(c)], sug-
gesting a thermal activation behavior, which cannot be
described by the LK theory. Therefore, the temperature
effect on the in-gap oscillations is twofold, thermal smearing
and activation, which is qualitatively consistent with the
theory of DOS oscillations in narrow-gap insulators [11,13].
Robustness to in plane magnetic field.—Applying an in

plane magnetic field Bk on type-II semiconductor QWs is
supposed to induce a relative momentum shift between the
electron and the hole bands, Δk ¼ eBkhzi=ℏ, in which hzi
is the vertical distance of the electron and the hole layers.
This may close the hybridization gap [25]. However, we
find that the in plane magnetic field (up to 12 T) has a weak
effect on the in-gap oscillations in the sample studied
[Fig. 4(b)].
The robustness against Bk may be understood by consid-

ering the effect of the interband Coulomb interaction. It can
reduce the spatial separation hzi of electrons and holes and
the momentum shift Δk, thus making the hybridization gap
more robust against Bk. Moreover, it can bind the electrons
and holes into excitons, leading to a topological excitonic
insulator (TEI) state [38,39]. In experiments, the TEI state is
found in InAs=GaSb QWs with n0 < 1 × 1011 cm−2 [40],
and the exciton gap is remarkably robust against Bk.
However, in Ref. [40], n0 was estimated by linearly extrapo-
lating n in the conduction band to the CNP, which may
underestimate n0 according to our current analysis. In our
devices,n0 ¼ ð1.63� 0.05Þ × 1011 cm−2; thus theTEI state
may also set in and reinforce the robustness against Bk.

(a)

(b) (c)
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FIG. 3. Temperature dependence of the in-gap oscillations.
(a) 2D conductance map in the insulator regime measured at
different temperatures. In order to compare the oscillation
amplitudes at different temperatures, we remove the background
by taking the second-order derivative, −∂2

B−1Gxx in (b) at Vf ¼
−0.85 V and (c) at Vf ¼ −0.75 V.

(a) (b)

FIG. 4. (a) The in-gap oscillations measured with different back gate biases Vb. The band inversion gradually decreases as Vb is tuned
from 3 to −1 V and simultaneously Vf is adjusted to hold the chemical potential inside the gap. (b) The in-gap oscillations measured in
tilted magnetic fields.
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Summary and discussion.—In summary, the magnetic
oscillation of conductance is observed in the hybridization
gap of inverted InAs=GaSb QWs. The antiphase oscilla-
tions of the conductance and the resistance demonstrate
their insulating bulk origin. The variation of the oscillation
frequency with the front gate bias Vf can be captured
by a two-band BHZ model with the phenomenological
assumption of a large quasiparticle self-energy in the
insulating regime, which may be attributed to the strong
Coulomb interaction. The temperature dependence of the
in-gap oscillation amplitudes shows both thermal smearing
and thermal activation behaviors, which strongly deviates
from the conventional LK theory. The in plane magnetic
field has a rather weak effect on the in-gap oscillations.
In a recent Letter by Xiao et al. [41], the in-gap

resistance oscillation in a wider InAs=GaSb QW was also
reported; the InAs=GaSb QW width is 15=10 nm. An
oscillation frequency jump was also found when the gate
voltage tuned the Fermi energy from the conduction band
to the hybridization gap. Their measurements were only
performed on Hall bar devices, and the electron density at
the CNP is n0 ≃ 2 × 1012 cm−2, much larger than our
sample.
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