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Narrow escape from confinement through a nanochannel is the critical step of complex transport
processes including size-exclusion-based separations, oil and gas extraction from the microporous
subsurface environment, and ribonucleic acid translocation through nuclear pore complex channels.
While narrow escape has been studied using theoretical and computational methods, experimental
quantification is rare because of the difficulty in confining a particle into a microscopic space through a
nanoscale hole. Here, we studied narrow escape in the context of continuous nanoparticle diffusion within
the liquid-filled void space of an ordered porous material. Specifically, we quantified the spatial
dependence of nanoparticle motion and the sojourn times of individual particles in the interconnected
confined cavities of a liquid-filled inverse opal film. We found that nanoparticle motion was inhibited near
cavity walls and cavity escape was slower than predicted by existing theories and random-walk
simulations. A combined computational-experimental analysis indicated that translocation through a
nanochannel is barrier controlled rather than diffusion controlled.
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In the absence of confining interfaces, the mean-square
displacement (MSD) of Brownian motion grows linearly
over time and the corresponding displacement is Gaussian
distributed [1,2]. This simple picture breaks down within
tortuous interconnected porous environments, where the
internal geometry of void spaces can confine diffusion
[3–5]. Observing spatially confined diffusional trajectories
can potentially provide information about the local micro-
structure [6–14]. Moreover, confinement can fundamen-
tally change the statistics of Brownian motion via, e.g.,
transient adsorption or desorption [15,16], particle-wall
interactions [17,18], entropic [19,20] or hydrodynamic
[21,22] effects, and other noncovalent interactions. These
effects cause deviations from Brownian motion, manifesting
as a range of anomalous behavior, such as obstructed slow
transport, nonlinear MSD, and/or non-Gaussian-distributed
displacements. Notably, recent observations suggested that
the accessible volume explored by a particle in hetero-
geneous porous materials was smaller than expected [23–
25]; the underlying mechanisms are not yet understood.
The rate-determining factor of limited accessibility is the

narrow escape through bottlenecks within porous void
spaces. To study the origin of the transport mechanism,
a straightforward approach is to quantify the sojourn time
in a well-defined confined cavity prior to escape. A
successful escape event consists of two naturally decoupled
steps [26]: (1) the search for an opening, and (2) the
subsequent translocation of a particle through the opening.
The former is connected to the mathematical “narrow
escape problem” that calculates the mean first passage

time (MFPT) of a Brownian particle to an opening on a
reflecting boundary of a confined domain. The current
understanding of the latter is that the passage is controlled
by a diffusion-limited barrier [23]. A variety of theoretical
frameworks have been proposed that allow asymptotic
evaluation of MFPT in various physical scenarios [27–38];
however, it remains challenging to test theoretical predic-
tions experimentally. A pioneering “pore-cavity-pore”
device represented an important first step to characterize
the narrow escape problem [39].
Here, we experimentally study the escape of individual

fluorescent polystyrene nanoparticles from a confined silica
cavity in an index-matched solution consisting of thiodie-
thanol and the surfactant Triton X-100. The confined space
comprises a silica inverse opal film consisting of a hexa-
gonally close-packed interconnected network of spherical
cavities, where each cavity has twelve circular holes that
connect to adjacent cavities [40]. The holes allow the escape
of a Brownian particle from one cavity to another, exploiting
passive diffusion. We employed a multiplexed 3D single-
particle imaging approach to record the sojourn time in a
given cavity by identifying consecutive escape events of
many particles simultaneously. This fully 3D tracking
capability allowed us to address the “many-window escape
problem” [32,34].
The silica inverse opals were prepared by evaporative

deposition of monodisperse polystyrene spheres [40,41].
The resulting structure contained a high-quality silica
inverse opal layer with extremely uniform cavity size
over macroscopic length scales [Figs. 1(a) and 1(b)].
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The resulting structure had a cavity radius R ¼ 0.25 μm
and an adjustable hole diameter L that was controlled by
varying the concentration of the silicate precursor solution
(Fig. S2). The particles (hydrodynamic radius of 24 nm)
were dispersed in a 1:5 mixture of thiodiethanol and Triton
X-100 at a concentration of approximately 10−13–10−14M.
This particular formulation was chosen because it simulta-
neously matched the refractive index of silica, minimized
particle adhesion to the interior silica surfaces, and was
sufficiently viscous to permit highly resolvable observa-
tions of particle motion. As such, the solution (while not
commonly found in natural porous environments) served as
an appropriate model system for observing confined nano-
particle mobility.
Some particles diffused passively and spontaneously into

the interior void space. However, even under optimized
conditions, a small fraction of particles were immobilized
and accumulated over the course of the experiment, due to
the presence of various attractive interactions (Table S1)
and the fact that nanoparticle samples often exhibit surface
heterogeneity [42,43]. While particle immobilization and
retention is important in its own right, here we focused on
the mobile nanoparticle population. We employed a 3D
single-molecule imaging approach, which combined var-
iable-angle illumination epifluorescence microscopy and
double-helix point spread function optics [Fig. 1(c)] to
accumulate 3D spatiotemporal positions of mobile particles
[44,45]. 3D trajectories reflected the internal structural
geometry of the inverse opal and provided evidence of
escape events not generally possible from 2D projections
[Figs. 1(d), S10].
To provide an overview of the diffusive behavior, we

calculated the equivalent one-dimensional ensemble-
average mean-squared displacement (MSD). For nano-
particles dispersed in a bulk liquid, the MSD grew linearly

with τ, as expected for Brownian motion, yielding a
diffusion coefficient D ¼ 0.12� 0.01 μm2=s over a wide
range of timescales. In contrast, the confined diffusion
exhibited a classic MSD three-regime behavior associated
with cage dynamics [Fig. 2(a)] [46].
For short lag times, the MSD grew linearly with τ, with

an effective confined diffusion coefficient, Dconfined ¼
MSD=2τ ≈ 0.04 μm2=s, that was significantly slower than
that in bulk liquid. The ensemble-averaged displacement
probability distribution in this time regime deviated only
slightly from Gaussian behavior [Fig. 2(b)]. We calculated
the velocity autocorrelation function (VACF) and found
negative values of VACF for lag times in the range 0.1 s <
τ < 0.3 s [Fig. 2(c)]. Interestingly, the anticorrelation
vanished at τ ≈ 0.3 s, consistent phenomenologically
with the spatially dependent “diffusing diffusivity” model
[47–49], arising from particle-wall interactions [50]. This
caused a gradual decrease in mobility as a function of
proximity to the wall [Fig. 2(d)].
At intermediate lag times, the MSD plot curved down-

ward, sometimes exhibiting an actual plateau due to
transient trapping within a cavity for a probabilistic sojourn
time. In the longtime limit, a particle escaped a given cavity
and hopped among different cages, giving rise to an
approximately diffusive behavior, consistent with the cage
dynamics in a transient network [51,52]. The ratio of the
hole diameter to the tracer particle diameter was expected to
have a major impact on the frequency of escape associated
with the onset of the longtime regime [Fig. 2(a)]. The
effective tracer particle diameter was 48 nm. The hole
diameter L for a given inverse opal sample, was determined
by analyzing scanning electron microscope images
[32,34,44,53–61].
The key quantity required to characterize the narrow

escape problem is the sojourn time. For example, the mean

FIG. 1. (a) Representative scanning electron microscope image of an inverse opal film. The scale bar represents 1 μm. (b) Confocal
laser scanning microscopy image of an inverse opal film filled with rhodamine 6G solution. The scale bar represents 5 μm. (c) A
variable-angle wide-field microscope body was equipped with a phase mask that enabled double-helix point spread function imaging.
(d) A representative 3D trajectory of a particle confined in an inverse opal structure.
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sojourn time Tsoj can be theoretically related to the long-
time diffusion coefficient Dlong ¼ R2=6Tsoj. To determine
these time intervals, we identified the escape from one
cavity to another by monitoring the 3D position fluctua-
tion using a maximum allowed displacement approach
[Figs. 2(e), 2(f)] [53]. Figure 3(a) shows complementary
cumulative distributions of sojourn time in inverse opals at
varying L. Because of technical limitations, we obtained
reliable and statistically meaningful measurements of Tsoj,
only for L in the range 113–187 nm; Tsoj was inaccessibly
long for L < 113 nm (i.e., particles rarely escaped a cavity)
despite the fact that the hole diameter was more than twice
that of the particle. The distribution of sojourn times was
adequately described by the single exponential decay
PðtÞ ¼ expð−t=TsojÞ, suggesting that the escape was gov-
erned by a rate process with a barrier [62]. We found that
Tsoj decreased rapidly with increasing L. For example, as L
was increased by a factor of 1.6, Tsoj decreased more than
4×. This scenario indicates that tightening the escape
pathway can effectively decrease the probability of escape
[Fig. 3(b)].
To understand the mechanisms controlling the cavity

escape process, we performed several calculations to model
and interpret the sojourn time distribution. First, from the
perspective of short-time diffusion, the time tα required for
a particle to reach the boundary of a cavity of size R can be
estimated as tα ¼ R2=6Dconfined ≈ 0.23 s [Fig. 2(a)].
However, the calculated tα was nearly 2 orders of magni-
tude shorter than the minimum measured value of Tsoj,

suggesting that the cavity escape time was much longer
than the cavity exploration time. To evaluate this diffusion-
limited process quantitatively, we applied two different
asymptotic formulas to calculate the MFPT of pointlike
particles to reach multiple openings on a cavity, as shown in
Figs. 3(b) and S8 [32,34,53]. All parameters used in these
calculations were experimentally measured. These two
calculations agreed reasonably well with each other and
showed a similar trend as experimental measurements, but
underestimated the absolute measured sojourn times by a
factor of ∼20.
In principle, slow particle translocation can arise from

factors such as size exclusion, hydrodynamic effects, or
long-range interactions between walls and particles. As
detailed in the Supplemental Material [53], computer
simulations were performed to determine which factors
contributed to the measured phenomena [53]. To isolate
size-exclusion effects, we performed a kinetic random-walk
(RW) simulation to mimic the escape of a finite-size
spherical particle from an inverse opal cavity. The RW
simulation yielded improved agreement, but still sig-
nificantly underestimated the measured sojourn times
[Fig. 3(b)]. The RW simulation agreed with a standard
Brownian dynamics simulation for the calculation of the
sojourn time prior to escape [53], suggesting that size-
exclusion (entropic) effects cannot solely explain the slow
escape. Since the RW simulation did not consider localized
hydrodynamic effects [22,23], we performed simulations
using modified multiparticle collision dynamics (MPCD)

FIG. 2. (a) Plots of MSD versus lag time τ for free diffusion (black square) and confined diffusion at different L (hole diameter).
(b) Representative displacement probability distributions for free and confined diffusion at τ ¼ 0.05 s. (c) Representative VACF for free
and confined diffusion. (d) Spatially dependent diffusion coefficient as a function of the distance to the wall. (e) Representative
trajectory passing through three cavities. (f) Cartesian coordinates of the trajectory from panel (e) as a function of time. The vertical blue
lines represent escape events.

PHYSICAL REVIEW LETTERS 123, 118002 (2019)

118002-3



to include momentum exchange between the particle and
cavity walls. However, the MPCD results predicted only
modestly longer sojourn times, ∼20% longer than the
predictions of Brownian dynamics simulations under the
same conditions (Fig. S11).
Additional control experiments were performed to con-

trol and probe the relevance of repulsive particle-wall
interactions, by tracking the escape of tracer nanoparticles
in an inverse opal film (L ¼ 150 nm) that was immersed in
a water-glycerol mixture (1:9 by weight). In this aqueous
system, the electrostatic repulsion was well defined and
could be controlled by changing the salt (NaCl) concen-
tration. When the salt concentration was decreased from
0.1M to 0.001M, corresponding to an increase in the Debye
length from 0.96 to 9.6 nm, the mean sojourn time
increased from 2.6 to 9.4 s (Fig. S12). Importantly, the
sojourn time for the higher-salt system was consistent with
the RW simulation result, indicating that the escape is
adequately described by the size-exclusion (entropic)
effects alone when the electrostatic interaction is screened
[19]. Under lower-salt conditions, however, escape was

significantly slower, consistent with the observations in
Fig. 3(b), suggesting that the slow particle translocation
indeed originated from the presence of repulsive particle-
wall interactions.
These interactions were further evaluated by considering

the radial probability distribution of confined particles
(Fig. S13) [50], which exhibited apparent repulsion from
cavity walls compared to RW simulations. By considering
the types of interactions that may be relevant for nano-
particles in porous media (Table S1) [53], we found that the
repulsion was phenomenologically consistent with
Coulombic effects in nonaqueous solutions [63,64] or with
dipole interactions for objects having large dipole moments
in a medium with small dielectric constant [65]. Such a
force can provide an additional barrier to escape, that would
increase Tsoj as predicted recently by the Grebenkov-
Oshanin model [26].
Since the effects of screening in nonaqueous solution are

unclear, the RW simulation was simply modified to include
a hypothetical repulsive potential Arep to represent the
dipole-dipole interaction between particle and wall,
which biases the probabilities of steps towards or away
from the cavity walls. In particular, the probability of
moving towards the boundary was given as P ¼ 0.5-Arep=
ðrþ r0Þ6, where r denotes the distance to a wall, and a
small intercept r0 was defined to avoid divergence. The
only adjustable parameter was Arep, which controlled the
strength of the repulsion, and reduced to Brownian motion
in the limit of Arep ¼ 0 m. By setting Arep ¼ 3 × 10−6 m,
excellent agreement was achieved with experimental obser-
vations, further supporting a model [Fig. 3(b)] involving
the presence of a barrier when approaching the boundary.
This can also be expressed as an effective narrowing of the
escape pathway, providing a mechanistic interpretation for
previous reports that have hypothesized the presence of a
decrease in the “effective” diffusion coefficient [66–68] or
an increase in the effective diffusion length [69]. In the
limiting case, where the particle diameter approaches that
of the hole, escape pathways become vanishingly small.
Therefore, if the pore size is heterogeneously distributed as
expected for most real-world porous materials, the
decreased escape pathway makes some openings imper-
meable to tracer particles, leading to reduced accessibility
of a porous network.
In summary, we used 3D tracking to study the escape of

Brownian particles in a uniform liquid-filled inverse opal
film. The escape from a given cavity was explicitly
quantified by measuring the distribution of sojourn times
for particles within cavities by analyzing 3D trajectories in
inverse opals. The comparison between experiments and
theoretical calculations indicated that escape through the
bottleneck was barrier controlled rather than diffusion
controlled, leading to a decrease in probability of cavity
escape and a stronger size-exclusion effect than expected
from nominal pore size alone. These results also highlight

(a)

(b)

FIG. 3. (a) Cumulative distribution of sojourn times at different
L. (b) Sojourn time as a function of L. The circle symbols
represent the experimental results. The black and red lines denote
simulated results from a RW simulation and a RW simulation
involving a repulsive particle-wall potential while the blue and
green lines represent theoretical results calculated using the
Cheviakov and Lagache models, respectively.
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the importance of using the sojourn time or MFPT to
analyze stochastic processes in confinement [70,71].
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