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We report measurements of the diffusion rate of isolated ion-implanted 8Liþ within ∼120 nm of the
surface of oriented single-crystal rutile TiO2 using a radiotracer technique. The α particles from the 8Li
decay provide a sensitive monitor of the distance from the surface and how the depth profile of 8Li evolves
with time. The main findings are that the implanted Liþ diffuses and traps at the (001) surface. The T
dependence of the diffusivity is described by a bi-Arrhenius expression with activation energies of 0.3341
(21) eV above 200 K, whereas at lower temperatures it has a much smaller barrier of 0.0313(15) eV. We
consider possible origins for the surface trapping, as well the nature of the low-T barrier.
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It is well known [1,2] that Liþ diffusion in rutile TiO2

through the c-axis channels is extremely fast, greatly
surpassing all other interstitial cations [3], with a room
temperature diffusion coefficient exceeding many modern
solid-state Li electrolytes [4]. A major limitation to its use
as an electrode material in Li-ion batteries is its limited Li
uptake at room temperature [5,6]; however, the discovery
that using nanosized crystallites mitigates this issue [7] has
led to renewed interest in its applicability [8].
There are multiple poorly understood aspects of rutile

lithiation, including the cause of the limited Liþ uptake,
or why reported Li diffusion rates differ by orders of
magnitude under the same experimental conditions [1,9–
13]. Theoretical studies (e.g., Refs. [14–20]) have been
unable to reproduce the characteristics of Liþ migration
found in experiments [1,11,13]. A direct technique
applicable to the nanoscale could help resolve these
issues. To this end, we developed a variation to the
classical radiotracer method, the 8Li α-radiotracer method,
which uses the attenuation of the progeny α particles from
the radioactive decay of 8Li to study Li diffusion. This
method differs from conventional radiotracer diffusion
experiments in several key aspects: (a) it is nondestruc-
tive, (b) it is sensitive to motions on the nanometer scale
[21], (c) it is applicable to thin films and heterostructures,
and (d) it is amenable for the use of short-lived iso-
topes (τ1=2 ∼ 1 s).

In this study, we employ the α-radiotracer method to
extract the diffusion coefficient and its activation energy for
isolated Li in rutile TiO2 and show that Liþ traps at the
(001) rutile surface. Furthermore, we report that the nano-
scale Li diffusion exhibits bi-Arrhenius behavior. The high-
T (above ∼200 K) activation energy and diffusion rate are
in agreement with previous studies. The low-T behavior is
discussed in the context of the recently reported Li-Ti3þ
polaron complex [13]; here we suggest that part of that
signal is connected to Li hopping or diffusion.
The experiment was performed using the ISAC facility

at TRIUMF [22], in Vancouver, Canada. The samples were
commercial chemomechanically polished (roughness <
0.5 nm) single-crystal rutile TiO2 substrates (CRYSTAL-
GmbH) with dimensions of 7 × 7 × 0.5 mm3.
In the experiment, a 1 sec beam pulse of low energy

(available range: 0.1–30 keV) 8Liþ with an intensity of
∼106 8Liþ= sec is implanted close to the surface of the rutile
targets housed in an ultrahigh vacuum cold finger cryostat
[22,23]. The beam energy defines the initial Liþ implanta-
tion profile (see Fig. 1). Upon arrival, the 8Liþ starts to
diffuse through the sample and β decays to 8Be, which then
decays (immediately) into two α particles, each with a
mean energy of 1.6 MeVand an energy distribution with an
asymmetric high-energy tail [24]. Because of their rapid
attenuation inside the sample, the highest energy α particles
escaping the sample originate from 8Liþ that have diffused
back closer to the surface.
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To further amplify the sensitivity to near-surface 8Liþ, the
α detector is placed at a grazing angle, θ ≤ 4.4°, relative to
the surface (Fig. 1). The α detector in our setup is an Al
ring, whose inside surface is cut at ∼45° and coated with a
thin layer of Ag-doped ZnS, a well-known scintillator
sensitive to α particles [26]. The light output is collected in
the forward direction using two lenses that focus the light
onto the photocathode of a fast photomultiplier (PMT). The
PMT pulses have a large signal-to-noise ratio (> 10) and
pass through a timing filter amplifier to be discriminated, so
that only the top 1=3 of pulses above the noise level are
counted. This corresponds to an effective energy threshold
of about 2 MeV.
The diffusion rate of Li inside the sample is directly

related to the time it takes to reach the surface, which in
turn relates to the α rate as a function of time, as the
probability of detecting a high-energy α vs depth PdetðdÞ
drops steeply in the first ∼100 nm, to about half its surface
value at d ¼ 200 nm. This method has intrinsic timescales
and length scales of τ1=2 ∼ 1 s and d ∼ 100 nm, which
leads to a theoretical sensitivity to the diffusion rateD from
10−12 to 10−8 cm2 s−1. However, our effective sensitivity
limit is closer to 10−11 cm2 s−1, determined by experimen-
tal factors such as the finite counting statistics and the
existence of small distortions due to pileup in the detector
response. In addition, the experimental sensitivity is some-
what better for a lower implantation energy (see Fig. 4).
When Liþ is immobile, the probability of detecting an α

for any given decay event is time independent and the
measured α counts follow the decay rate of 8Li. This is

monitored using the β particles from the 8Li decay, which
are weakly attenuated over these distances. Thus, the ratio
of counts Yα ¼ Nα=Nβ are constant in time. On the other
hand, when Liþ is mobile, YαðtÞ is time dependent when
the mean diffusion length in the 8Li lifetime is comparable
to the mean depth of implantation, reflecting the fact that
the 8Liþ depth distribution is evolving in time. The
information on Li diffusion comes from the time evolu-
tion of the Yα signal. The absolute α-to-β ratio, i.e., the
baseline of Yα in the absence of diffusion, depends on
experimental factors such as detector efficiencies; therefore
to account for these systematics, each α spectrum is self-
normalized to start from unity at time zero, i.e., Yn

αðtÞ ¼
YαðtÞ=Yαð0þÞ [27].
In order to extract the Li diffusion rate, the experimen-

tally acquired Yn
αðtÞ was compared to a library of simulated

Ȳn
αðtÞ signals. To this end, we performed numerical

solutions to Fick’s laws in one dimension to generate
the time-evolved depth distribution of 8Liþ, accounting for
the boundary conditions of the crystal surface and the initial
8Liþ stopping profile as simulated by the SRIM Monte Carlo
package [28] (inset in Fig. 1). Ȳn

αðt;DÞ is then obtained by
multiplying each bin of the depth profile of 8Li with
PdetðdÞ. PdetðdÞ was extracted using the GEANT4 [29]
simulation package. In the simulations shown in Fig. 2
and also in the experimental data, the beam pulse is
precisely set to 1 sec in duration. After that it is turned
off for 19 sec to allow all the 8Li to decay. The qualitative
characteristics of Ȳn

αðt;DÞ were found to depend heavily on
the probability of 8Liþ trapping upon reaching the sample
surface, Ptr (see Fig. 2), implying that one can infer the 8Liþ

FIG. 1. Top: Schematic of the sample region showing the cross
section of the ring detector. The α particles originating at depth d
that reach the α-detector traverse distance d= sin θ [25] through
the sample. Not to scale. Bottom: Initial implantation profiles for
beam energy of 10 and 25 keV as simulated by SRIM.

FIG. 2. Calculated normalized α-to-β ratio [Ȳn
αðt;D;PtrÞ] in

TiO2, for an implantation time of 1 s, beam energy of 25 keV, and
different values ofD and Ptr . The time dependence of the signal is
due to changes in the 8Liþ depth profile due to diffusion.
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behavior at the surface, i.e., whether it is primarily trapped
or reflected.
When Ptr ≥ 50% Ȳn

αðt;D;PtrÞ is nearly Ptr independent
and faster diffusion results in a monotonically increasing
Ȳn
αðt;D;PtrÞ, while Ptr < 20% leads to Ȳn

αðt;D;PtrÞ that
decreases with time, since the overall mean distance from
the surface will increase with time as the Li primarily
migrates away from the surface back to the bulk of the
sample, towards the uniform depth distribution.
A technique similar to the one discussed here has been

developed by Jeong et al. [30] for Liþ diffusion on a
micrometer and, recently, by Ishiyama et al. [21] on
nanometer length scales; however, this experiment differs
in a few key ways. In particular, the 8Li implantation rates
accessible at TRIUMF (typically 106–107 8Liþ=s) are 1–2
orders of magnitude larger [21], which allows the α detector
to be placed at a grazing angle θ [≤ 4.4° vs 10(1)° [27] ].
This detector configuration significantly decreases the α
counts, but greatly enhances the sensitivity to the near-
surface region. In addition, the ZnS:Ag ring detector used
in the present setup is much simpler and easier to install
close to the sample in UHV compared to a Si detector [27],
although it has less energy resolution.
Here we report α-radiotracer measurements on rutile

TiO2 at various temperatures with two beam energies (10
and 25 keV) and two sample orientations. As Liþ is known
to diffuse primarily along the c axis of rutile, for the (110)-
orientation (c axis parallel to the surface), the 8Liþ motion
should not change the initial implantation profile. Since
the ab-plane diffusivity Dab ≪ 10−12 cm2 s−1, Yn

αðtÞ is
expected to be time independent. On the other hand, for
the (001) orientation (c axis normal to the surface), the
depth distribution of lithium should be evolving with time,
since Dc ≫ 10−12 cm2 s−1.
In Fig. 3 we compare the measured normalized α yield

Yn
α for the two orientations. As expected for the (110)

orientation, Yn
αðtÞ is completely flat at 294 K, indicating

that the ab-plane diffusion rate is lower than the theoretical
detection limit ∼10−12 cm2 s−1, consistent with other stud-
ies reporting a Dab ≤ 10−15 cm2 s−1 [1]. Also shown in
Fig. 3 are examples of experimental data for the (001)
orientation in the range of 60 to 370 K, with the corre-
sponding fits to the model described above.
To fit the data, we used a custom C++ code applying the

MINUIT [31] minimization functionalities of ROOT [32] to
compare the Yn

α signals to the library of calculated spectra
Ȳn
α. The free parameters of the fit were D and Ptr. All

Yn
αðt;D;PtrÞ spectra at both implantation energies (10 and

25 keV) were fitted simultaneously with a shared Ptr
value. For the (001)-orientation Yn

αðtÞ increases rapidly,
approaching saturation, indicating that lithium diffuses
fast along the c axis and gets trapped at (or within few
nm of) the surface (see Fig. 2). For Ptr ≥ 50%, the global
χ2 value is completely insensitive to Ptr, but for
Ptr < 50%, the quality of the fits deteriorates rapidly.

To understand this, one can see in Fig. 2 how similar the
signals are for Ptr ¼ 100 and 60% for the same D. This is
the first unambiguous evidence for Li trapping (with at
least 50% probability) at the (001) surface. There is no
evidence of Li detrapping up to 370 K, since at that
temperature Yn

αðt;TÞ reaches saturation after ∼2 s and any
Li surface detrapping would lead to an observable
decrease of Yn

αðt;TÞ at later times. The high trapping
probability is most likely related to the difficulty of Li
intercalation, as Liþ would tend to stick at or near the
surface rather than diffusing into the bulk.
It is not clear whether the Liþ surface trapping is caused

by an electrostatic potential well [33], a partially recon-
structed surface [34], or by a chemical sink either due to an
adsorbate, or a solid state reaction at the surface (e.g.,
forming cubic LiTiO2). Subsequent measurements of an
adsorbate-free rutile sample, as well as samples capped
with thin layers of materials capable of altering the surface
chemistry are needed to resolve this question.
Turning to the values of DðTÞ extracted using the above

analysis (see Fig. 4), they reveal a bi-Arrhenius relationship
of the form

DðTÞ¼DH exp ½−EH=ðkBTÞ�þDL exp ½−EL=ðkBTÞ�; ð1Þ

FIG. 3. Example spectra showing the measured α-to-β ratio
[Yn

αðtÞ] from 8Li implanted in rutile at a few representative
temperatures. The beam energy in the spectra shown here was
25 keV. The beam pulse is 1 sec after which the beam is turned off
for 19 sec. All data shown are for a (001)-oriented rutile crystal,
except for the bottom (black circles), which is for the (110)
orientation. The fitted curves are fits to a diffusion model
assuming the 8Liþ traps with trapping probability Ptr ¼ 100%
at the surface (see text). In the (001) crystal, Yn

αðt;DÞ saturates
more rapidly for increasing temperature, indicating that above
room temperature, most of the Li gets trapped at the (001) surface
during its lifetime. Above room temperature, Yn

αðt;TÞ get pro-
gressively suppressed, as the normalization factor Yαðt ¼ 0þ;TÞ
increases substantially due to the very fast diffusion.
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where Ei is the activation energy and Di is the prefactor of
each component. These yielded EH ¼ 0.3341ð21Þ eV and
DH ¼ 2.31ð18Þ × 10−4 cm2 s−1 for the high-T component
and EL ¼ 0.0313ð15Þ eV and DL ¼ 7.7ð7Þ×10−10 cm2 s−1

for the low-T component.EH is in excellent agreement with
values deduced by other techniques [1,11,13] and the
diffusion rates at high T are lower by a factor of ∼10
compared to the ones found using impedance spectroscopy
[11]. However, this difference is not unexpected given the
two methods have different systematics. For example, our
measurements are on single crystals whereas the impedance
spectroscopy is done on nanorods. Also, we are looking at
8Liþ diffusion, which is slightly heavier than stable Li.
Both datasets (beam energies of 10 and 25 keV) yield

virtually the same bi-Arrhenius activation energies and they
are in agreement at high T, but the low-T component of the
10 keV data is shifted lower by about an order of
magnitude. For trapping probability Ptr < 100%, the ap-
parent gap narrows but persists even for Ptr as small as
50%. One possibility is that there is a discrepancy between
the SRIM and the actual implantation profiles, possibly due
to channeling [35]. However, a measurement with the
sample tilted by 10° revealed no significant difference in
the signal. Another possibility is that there is some small
random disorder close to the surface parametrized by some
energy scale (Δ). At higher temperatures when kT ≫ Δ its
effect would diminish. This would explain why there is
agreement between the two datasets at high temperatures
but not so good at lower temperatures.
A bi-Arrhenius relationship for diffusivity is not uncom-

mon; in vacancy ion conductors [36], it may occur from a
crossover between a region where vacancies are thermally
generated, to a region at lower T with a shallower slope. As
an α radiotracer is only measuring the diffusion of Liþ,
rather than the net ionic conductivity, the origin of the two

Arrhenius components cannot be the same as above. While
we cannot be conclusive about it, we consider some
possibilities.
We first consider a recent β-NMR experiment on rutile

[13], which also used an implanted 8Liþ beam on similar
crystals. The β-NMR measurements revealed two peaks in
the relaxation rate 1=T1, one below 100 K and one above
200 K. Below 100 K, a 0.027 eV barrier was attributed to
dynamics of electron polarons in the vicinity of the
implanted ion [37,38]. In principle, these dynamics might
not involve diffusion, e.g., if the 8Liþ is static and the
polaron is thermally trapped by the Li and cycles through
trapping and detrapping. Nonetheless, our current meas-
urement shows that there is some long-range diffusion of
8Liþ at low T. While our EL is comparable to that found
with β-NMR, it is also compatible with the barrier predicted
from theory for isolated Li in rutile [14–20,39]. The α
radiotracer cannot distinguish whether Li moves either as a
simple interstitial, or as part of a Li-polaron complex; it
would only identify their weighted average contribution to
the motion of 8Liþ. The similarity of the observed activation
energy at low temperatures to the theoretical value suggests
that a small fraction of the Liþ interstitials does not
combine with a polaron, but rather diffuses as a simple
ion. If this fraction is small, that would explain why DL is
so much smaller than DH.
It seems possible that the larger activation energy

observed above 200 K may involve diffusion of a more
complex object, possibly a Li-polaron complex, or it could
be related to a disassociation energy of Liþ with the
polaron. Indeed, theory predicts a diffusion barrier of
0.29 eV for the Li-polaron complex and a disassociation
energy of 0.45 eV [37], both comparable to the high-T
barrier. The Li-polaron complex is electrically neutral, so
its movement should contribute to the diffusivity of Li but
not to the ionic conductivity. An electric field would not
cause it to move—unless the potential gradient was strong
enough to destabilize the complex. Thus, if it is a neutral
Li-polaron complex moving at high T, one would expect
the impedance measurement to yield a very different
Arrhenius slope.
The much larger prefactor above 200 K, compared to low

T is further evidence that these are two very different
mechanisms for Li diffusion in rutile. Indeed, DH, when
written in terms of frequency, yields τ−1H ∼ 2 × 1012 s−1,
which is in the 1012–1013 s−1 range one would normally
expect from phonons driving a thermally activated motion.
Note that this frequency is ∼5000 times smaller than what
was found with β-NMR [13], as well as with optical
absorption [1], which infer D indirectly, whereas this is a
direct measurement.
In summary, we used the 8Li α decay to study Li diffusion

in a single-crystal rutile TiO2 between 60 and 370 K. The
diffusion ratewas found to exhibit bi-Arrhenius behavior.We
report a high-T activation energy EH ¼ 0.3341ð21Þ eV, in

FIG. 4. Arrhenius plot, comparing reported Li diffusion rates in
rutile TiO2 [11,13]. The solid black and red lines are the bi-
Arrhenius fits of Eq. (1) with Ptr ¼ 100%. For comparison we
also show results using impedance spectroscopy [11].
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agreement with other studies [1,11,13]. At low T, a second
Arrhenius component was revealed, with an activation
energy EL ¼ 0.0313ð15Þ eV. We suggest that this might
be related to a small fraction of Liþ that does not bind to a Li-
polaron complex but rather hops as a simple interstitial with
an activation energy near theoretical calculations. In addi-
tion, we found evidence that Li traps at the (001) surface,
which could contribute to the reduced Li uptake at room
temperature. We believe that this technique can shed new
light on the Li motion in Li-ion battery materials and across
their interfaces.
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