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We show that for a quantum system coupled to both vibrational and electromagnetic environments,
enforcing additivity of their combined influences results in nonequilibrium dynamics that does not respect

the Franck-Condon principle. We overcome this shortcoming by employing a collective coordinate
representation of the vibrational environment, which permits the derivation of a nonadditive master
equation. When applied to a two-level emitter our treatment predicts decreasing photon emission rates with

increasing vibrational coupling, consistent with Franck-Condon physics. In contrast, the additive
approximation predicts the emission rate to be completely insensitive to vibrations. We find that
nonadditivity also plays a key role in the stationary nonequilibrium model behavior, enabling two-level
population inversion under incoherent electromagnetic excitation.
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The Franck-Condon (FC) principle [1,2] is an invaluable
tool in the study of solid-state and molecular emitters. The
principle states that electronic transitions of an emitter
occur without changes to the motions of its nuclei or those
of its environment. As a result, transition rates become
dependent on the overlap between vibrational configura-
tions in the initial and final states, which are generally
displaced from one another [see Fig. 1(a)]. This picture
provides an intuitive starting point for studying the com-
plex interactions between the electronic and vibrational
degrees of freedom of an emitter and its environment, for
example, through rate equations derived from Fermi’s
golden rule [1,2].

Faithfully representing the full nonequilibrium dynamics
of such systems requires moving beyond rate equations and
instead employing an explicitly time-dependent approach.
This should be nonperturbative in the electron-vibrational
coupling and thus capable of capturing the dynamical
influence of vibrational displacement on the electronic
states. Examples include polaron [3,4] and collective
coordinate [5—7] master equations, hierarchical equations
of motion [8—10], path integrals [11-13], and tensor net-
work methods [14-16]. Nevertheless, it is interactions with
the electromagnetic environment that ultimately give rise to
the observed electronic (e.g., optical) transitions. Our focus
is thus on the important question of how to incorporate
electromagnetic interactions into the dynamical formalism,
such that they respect the nonperturbative nature of the
vibrational coupling.

Given that interactions with the electromagnetic field in
free space are weak, it is often assumed that the Markovian
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dynamics they generate can be added to the equations of
motion unmodified due to the presence of vibrations [17-32].
Though justifiable in certain circumstances [22,33-36],
additivity is, in general, a stringent requirement [35-39]
that can break down even if all environments are weakly
coupled to the system [37]. In fact, we shall show below
that the dynamics obtained in this manner can exhibit
fundamental flaws, such as disregarding the FC principle.
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FIG. 1. (a) Illustration of the vibronic energy structure com-
monly associated to the Franck-Condon principle. Vibrational
coupling leads to the formation of manifolds corresponding to the
ground and excited electronic configurations, with transition
probabilities proportional to the overlap of the displaced and
undisplaced vibrational states. (b),(c) Schematics of the collective
coordinate mapping. In the additive case (b) the electromagnetic
field (shaded) is sensitive only to the two-level emitter (TLE),
whereas in the nonadditive case (c¢) it is sensitive to the full
augmented system (TLE + CC).
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In certain cases, both the vibrational and electromagnetic
environments may be treated nonperturbatively [40,41], but
this comes at an inevitable cost in terms of computational
effort and complexity within the formalism.

Here we seek to retain both the simplicity of the
Markovian description of the electromagnetic interactions
and a nonperturbative treatment of the electron-vibrational
coupling, but without the undesirable additivity restriction.
This is made possible through a collective coordinate (CC)
transformation [5,7,42,43], which incorporates nonpertur-
bative effects of the vibrational environment into an
enlarged (augmented) system [see Figs. 1(b),1(c)]. This
in turn enables a Markovian master equation to be derived
in the eigenbasis of the augmented system space, rather
than that of the original bare emitter, by tracing out the
electromagnetic environment and residual vibrational
modes [7]. On doing so we find that electromagnetic
transitions become sensitive to the nonperturbative vibra-
tional dynamics captured by the CC mapping, and our
procedure thus retains the nonadditive effects crucial to
obtaining quantum dynamics that are consistent with the
FC principle [Fig. 1(c)]. If instead we enforce additivity
[Fig. 1(b)], the resulting electronic decay dynamics
becomes independent of the electron-vibrational coupling.
We show that capturing nonadditivity is also vital for
accurately representing the stationary nonequilibrium
behavior within our model. Specifically, under incoherent
electromagnetic excitation the nonadditive interplay
between the electromagnetic field and vibrations directly
enables electronic population inversion for situations
impossible within the additive approach.

Before examining nonequilibrium dynamics explicitly,
we can illustrate the shortcomings of an additive approxi-
mation through arguments based on a simple Fermi golden
rule calculation. We consider a two-level molecular emitter
(a monomer) with electronic excited state |e¢) and ground
state |g), separated by an energy € (A =1 throughout).
Coupling to the electromagnetic field induces transitions
between the electronic states, which are also assumed to
couple with strength 7 to a single (harmonic) vibrational
mode of frequency €, leading to the formation of a
displaced manifold associated to the excited electronic
configuration. This is the situation depicted qualitatively in
Fig. 1(a), though our considerations here and throughout
the rest of the Letter also apply in the case of continuum
phonon environments, where the discrete mode would be
identified as the CC post mapping (see below).

We assume for the purpose of calculating the rate
that shortly after excitation the system has relaxed to
thermal equilibrium in the excited state manifold, p.q =
>om Pmle ) (e |, where p, =™ /T 57w/l
with temperature 7, and the displaced vibrational basis is
denoted |/m) = D(n/€2)|m) for the vibrational Fock state |m)
and displacement operator D(a). From Fermi’s golden rule
the electronic excited to ground state decay rate is then [1]

re—»g = anj(Awmn>|<ﬁ1|n>‘2 (1)
n,m

There are two principal components to this expression. One
is the overlap between vibrational configurations, |(i|n)|?,
which is known as the FC factor. The other is the
electromagnetic spectral density J(w). This describes
the system-field coupling strength weighted by the electro-
magnetic density of states, and should be sampled at all
energy differences between relevant states in the excited
and ground manifolds, Awy, ,. In the additive approxima-
tion, however, the electromagnetic field coupling is treated
in isolation from the vibrational interactions, and the
electromagnetic spectral density is then incorrectly sampled
only at the single frequency e corresponding to the bare
electronic ground and excited state splitting. The expres-
sion for the emission rate then reduces to I, ~
T3, 1(0[n) > =T, where J, = J(¢) and we have used
> . |n)(n| = 1. Thus, in the additive case the FC factor
vanishes, and the transition rate loses its dependence on the
electron-vibrational coupling. Note that this reasoning can
be used to show that the flat spectral density approximation
commonly used in quantum optics theory [44] also fails in
regimes of strong coupling to vibrational modes.

We now develop a microscopic description in order to
establish the extent to which nonadditivity can influence
the quantum dynamics of electron-vibrational models
beyond the heuristic arguments outlined above. Our
Hamiltonian is written as H = Hg + H; + Hp, with sys-
tem Hamiltonian Hg = e|e)(e|. The electronic configura-
tion of the emitter molecule is directly influenced by both
vibrational and electromagnetic environments, such that
H; = H™ + HEM Within the harmonic approximation the
electron-vibrational coupling is written

HE = o) e] @ S gulbl 1 by) + |e><e|2;i’;, @
k k

where b, is the annihilation operator for the kth phonon mode
and the second term shifts the excited state due to the
reorganization energy associated to vibrational displacement.
The coupling to the phonon environment is characterized
by its spectral density, for which we take the common
form J(v) = X, lge28(0 —vi) = andyu/ [0 —13) +7207).
Here a and vy define the coupling strength and peak position,
respectively, and y controls whether J(v) is narrow (under-
damped) or broad (overdamped) [6,45]. In addition to the
phonon environment, we also have an explicit coupling to the
electromagnetic field, given by H¥™ = —d - E in the dipole
approximation, where d is the emitter dipole operator and E
is the electric field operator [46—48]. Ignoring polarization
degrees of freedom and working in the rotating wave
approximation, this then takes the form

HM = "(f6'a; + fioa)). (3)

!
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where ¢ = |g)(e| and q; is the annihilation operator for
the /th mode of the electromagnetic field. The spectral
density for the light-matter coupling is defined as J (@) =
SlfilP0(w — ;) = (27e?) ' Thw® [46-48], where T is
the spontaneous emission rate for the two-level emitter
in the absence of phonons. Finally, Hz = HEM + HEH =
Syoaia;+ > vbib, is the sum of the internal
Hamiltonians for the electromagnetic and vibrational
environments.

Applying a CC mapping to the phonon bath allows
us to incorporate its influence on the electronic dynamics
nonperturbatively, and, in particular, to capture the result-
ing dynamical generation of electron-vibrational correla-
tions [5,6,42,43]. Our Hamiltonian maps as H =
Hg+H;+Hg — Hs+ HY + HM + HE + HEM, which
leaves the light-matter coupling unchanged. Here, we have
introduced the transformed Hamiltonians

H = Hg +nle) (el (6" + b+ zaj2n) + Qb'b.  (4)

HE = (0" + b)Y hy(ch +c,,) + (b1 + b)zz}f—%ﬂ (5)

m l/m

HE = Zﬂmcjncm, (6)
m

where b+b" =3, gk(b,t + by)/n defines creation and
annihilation operators for the CC, c,, is the annihilation
operator for the mth mode of the residual environment to
which it couples, and we have expressed the reorganization
energy as » . gi/vi = [§°dvJ(v)/v = ma/2. The CC
parameters can be written in terms of the quantities defining
the vibrational spectral density: 7> = mav,/2 and Q =
[6]. Coupling between the augmented emitter-CC system
and the residual phonon environment is described by an
Ohmic spectral density Jx(v) =, |h,[*6(v —10,,) =
yv/2mu, [6], and ensures that the vibrational environment
still acts as a continuum of modes after the mapping. As in
the single mode case discussed earlier, the coupling to the
CC leads to the formation of two vibronic manifolds
associated with the ground and excited electronic configu-
rations. The coupling to the residual environment induces
transitions within each vibronic manifold. This leads both
to broadening and to dynamical relaxation of the phonon
environment, which typically occurs on a subpicosecond
timescale.

From the mapped Hamiltonian we derive a second-
order Born-Markov master equation by tracing over the
residual environment and the electromagnetic field [47],
both of which are assumed to remain in thermal
equilibrium at temperatures 7y and Tgy, respectively:
pi = e H/ksTi tr[e=H3/ksTi] for i = R, EM. The resulting
master equation can be written 0,p(t) = L[p(7)] with
Liouvillian [49]:

Llp(0)] = =ilH§, p(1)] + Krlp(1)] + Kemlp(0)], (7)

where p(1) is the reduced state of the augmented emitter-
CC system. Here, K is a superoperator representing the
action of the residual phonon environment [6]:

Krlp(0)] = [S.p(1)] + [£Tp(2). 8], (8)

with § = b" + b and

1
¢= gZJRujk) {COth(zk;kTJ + 1} Silw)wels  (9)
I

where the eigenbasis of the augmented system is defined
through Hily;) = w,lw;), giving A = w; —w; and Sy =
(w;|S|w). We solve for the eigenvalues y; and eigenstates
ly;) numerically, taking the basis {|g).|e) } for the TLE and
a Fock (number) state basis for the CC.

The effects of the electromagnetic field interaction are
contained within Kgy;. Importantly, the augmented emitter-
CC system Hamiltonian, HY, is treated (numerically)
exactly within the formalism. This is crucial in capturing
nonadditive effects of the electromagnetic and vibrational
environments, as it means that when we move the electro-
magnetic interaction Hamiltonian [Eq. (3)] into the inter-
action picture, we do so with respect to the full augmented
system Hamiltonian H', [Eq. (4)]. The mapping thus
ensures that the electromagnetic environment is sensitive
to the underlying eigenstructure of both the electronic and
vibrational states. The superoperator representing the
dynamical influence of the electromagnetic environment
then takes the form (see the Supplemental Material [49] for
full details)

Kemlp(t)] = =[o". x1p(1)] = [0, x2p(1)] + Hee.,  (10)

where we have introduced the rate operators describing
decay from the excited to the ground vibronic manifold,
1= 2okl (i) lw;) (Wl and absorption in the oppo-
site direction, y, = 35 63Ty (Aj) lw) (|, with transition
rates given by I'|(1) = zJ(4)(n(4) +1) and T'4(1) =
aJ(A)n(4), for field occupation number n(d) =
lexp (A/kpTem) — 17" and 6, = (wj|oly;). From these
expressions, it is evident that the interaction between the
system and the electromagnetic field is dependent on
the eigenstructure of the augmented system, and thus on
the emitter-vibrational coupling through the identification
of the CC, and its coupling to the electronic system. We
therefore refer to this theory as being nonadditive.

In contrast, within the additive approach gy, is derived
without reference to the vibrational coupling. In the present
setting, this amounts to neglecting the modification of
the system eigenstructure due to vibrational interacti-
ons encoded in the mapped system Hamiltonian HY,
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and instead moving the -electromagnetic interaction
Hamiltonian [Eq. (3)] into the interaction picture with
respect to the original system Hamiltonian H . This results
in the standard Lindblad dissipator common in quantum
optics theory: Kpmp(7)] = (Io/2)[n(e) + 1]L,[p(2)] +
(To/2)n(e) L, [p(1)], where Ly[p] =20p0" — {070, p}.
It is thus clear that within the additive approximation the
electromagnetic field superoperator loses its explicit
dependence on the vibrational environment. For vanishing
electromagnetic interactions (I'y — 0), the additive and
nonadditive theories become equivalent and the problem
reduces to the independent boson model, for which an exact
solution can be obtained. We verify that the CC master
equation agrees with this exact solution for a range of
parameters in the Supplemental Material [49].

We are now in a position to investigate the impact of
nonadditive effects on the dynamics of our model system. We
begin by considering the decay of an emitter initialized in its
excited state with the collective coordinate in a thermal state
set by the residual bath temperature Tg: p(0) = |e)(e| ® pi»
where py, = exp(—QbTb/kTR)/tr[exp(—Qb b/ kgTy)].
This approximates a canonical thermal state of the original
vibrational Hamiltonian in the unmapped representation at
the same temperature, and is thus consistent with rapid
(vertical) excitation of the system whereby the electronic
state changes suddenly but the vibrational states remain
unchanged. The vibrational environment will subsequently
relax towards the displaced thermal state associated with the
excited state manifold, captured dynamically within our
approach. For concreteness, we consider an emitter splitting
within the visible range and a vibrational spectral density
peaked around a typical value for modes of certain dye
molecules [50,51], polymers [52], and photosynthetic com-
plexes [53,54].

Figure 2(a) shows the emitter excited state population
dynamics predicted by the additive (dotted) and nonadditive
(solid) theories for increasing electron-phonon coupling at
ambient temperature. Both theories give rise to exponential
decay, with the rate in the additive theory remaining constant
across all electron-phonon coupling strengths. The non-
additive theory, in contrast, displays a monotonic decrease
in the decay rate with increasing phonon coupling. This can
be seen explicitly in Fig. 2(b), where we extract the decay
rates directly from the master equation. Specifically, the
excited to ground state transition rate can be written as

Teeg =D _{g.nlLlpx(0)]|g.m). (11)

n

with the Liouvillian taken to be additive or nonadditive
depending on which case is under investigation. Here we
must modify the initial state to account for the aforemen-
tioned rapid residual bath induced relaxation of the CC
to a displaced thermal state prior to emission: py(0) =
le){e| ® eXpyeX, where X = Q~!n(bT — b). As expected,
the rate from the additive theory displays no variation with
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FIG. 2. (a) Emitter population dynamics from the additive

(dots) and nonadditive (solid) theories for increasing vibrational
coupling strength e~'a = 0.025, 0.05, 0.1, 0.15, 0.2, and 0.25.
The nonadditive theory shows a steady reduction of the decay rate
for increasing coupling, whereas within the additive theory the
rate remains constant (i.e., all dotted curves lie on top of each
other). (b) Excited to ground state emission rate against vibra-
tional coupling strength from the additive (dashed) and non-
additive (solid) theories in units of the bare decay rate I'.
Parameters: € =2 eV, vy = 50 meV, y = 10 meV, Fg' =100ps,
and TR = TEM =300 K.

phonon coupling strength, in line with the simple golden rule
calculation discussed previously but at odds with the FC
principle. This again highlights deficiencies with the phe-
nomenological additive treatment of the electromagnetic
field. Conversely, the nonadditive theory shows a steady
reduction of the emission rate as a function of phonon
coupling, consistent with FC physics. As the displacement
between the ground and excited state manifolds increases
linearly with the electron-phonon coupling strength, this
reduces the overlap between the vibrational states and thus
suppresses electromagnetic transitions.

It is important to stress that discrepancies between the
additive and nonadditive treatments in our model extend
further than spontaneous emission processes. For exam-
ple, we now consider situations in which the emitter is
driven incoherently via thermal occupation of the electro-
magnetic environment at increased temperature Tgy,
which constitutes an important building block of widely
used models for natural and artificial solar energy con-
version. Figure 3(a) shows the steady state population of
the electronic excited state as a function of electron-
phonon coupling strength, where the additive treatment
once again displays no variation, simply matching the
equilibrium distribution expected in the absence of vibra-
tions. The nonadditive treatment, on the other hand, shows
a monotonic increase in the steady state population of the
excited state manifold. Most strikingly, at large coupling
strengths there emerges a steady state population inver-
sion. In the absence of phonons, such an inversion would
be impossible, with emission and absorption processes
balancing each other in equilibrium. This remains true
in the presence of phonons when the electromagnetic
field is treated additively, as highlighted in Fig. 3(b).
Here, the additive theory approaches, but never exceeds,
a maximum steady state population (¢'¢) = 0.5 in the
limit of very large temperatures. In contrast, within the
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FIG. 3. (a) Steady-state emitter population as a function of the
electron-phonon coupling strength for the additive (dashed) and
nonadditive (solid) theories. The electromagnetic field temper-
atures are Tgy = 6000 (blue, lower), 12000 (orange, middle),
and 60000 K (red, upper). (b) Steady-state emitter population
with varying temperature for o = 0.3¢ from the additive (dashed)
and nonadditive (solid) theories. In the additive theory the
stationary population asymptotically approaches 0.5 (gray line)
and never displays an inversion, in contrast to the nonadditive
treatment. Other parameters are as in Fig. 2.

nonadditive theory, cooperative effects between the
electromagnetic and vibrational environments lead to
nonequilibrium stationary states that display substantial
levels of population inversion. That such effects should be
possible, even for continuum environments, is made clear
from the CC mapping. Within the nonadditive theory the
electromagnetic field has access to the full vibrational
structure of the emitter, providing the necessary states to
drive a population inversion. This points to a crucial
difference between nonadditive and additive treatments,
where disregarding the eigenstructure of the combined
electronic and vibrational system misses key aspects of
the nonequilibrium physics.

In summary, we have demonstrated that for models of
electronic systems strongly coupled to vibrational envi-
ronments, including the electromagnetic field in an
additive manner can lead to dynamics inconsistent with
the FC principle. By developing a dynamical formalism
based on collective coordinate mappings, we capture the
impact of nonadditive effects to recover both transient and
stationary nonequilibrium behavior consistent with FC
physics. Furthermore, we find that for common model
assumptions on the forms of vibrational and electromag-
netic couplings, nonadditive phenomena enable steady-
state population inversion under incoherent electromag-
netic excitation conditions. It would be interesting to
explore whether such inversions could be harnessed to
enhance work extraction (i.e., current) in models of solar
energy conversion devices.
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