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Vacuum Resonance States as Atomic-Scale Probes of Noncollinear Surface Magnetism
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The reflection of electrons at noncollinear magnetic surfaces is investigated by spin-polarized scanning
tunneling microscopy and spectroscopy on unoccupied resonance states located in vacuo. Even for energies
up to 20 eV above the Fermi level, the resonance states are found to be spin split, exhibiting the same local
spin quantization axis as the underlying spin texture. Mapping the spin-dependent electron phase shift upon
reflection at the surface on the atomic scale demonstrates the relevance of all magnetic ground state
interactions for the scattering of spin-polarized low-energy electrons.
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Spintronic devices raise expectations for meeting future
technological demands for ever smaller and more efficient
devices, exploiting the electron spin rather than its charge.
Here, understanding the spin-dependent scattering of elec-
trons at magnetic interfaces and surfaces is of high
relevance for the control of electron transport. It is therefore
in the focus of numerous electron reflection studies [1-6].
However, atomic-scale variations of the scattering process,
for example, on noncollinear magnetic surfaces, remained
inaccessible, due to the laterally averaging nature of the
established experimental approaches. In our spin-polarized
scanning tunneling microscopy (SP-STM) experiments, we
realize a spin-resolved electron vacuum interferometer on
the atomic scale by placing a biased magnetic probe tip in
front of a magnetic surface. Unoccupied electronic reso-
nance states (RSs) evolve between the tip and the surface
that are expected to be highly sensitive to the electronic
band structure of the sample [7,8]. By tuning the bias, spin-
polarized electrons from the tip are injected into individual
RSs, and the resulting spin-resolved tunnel current is
recorded. We find that all RSs are sensitive to the local
spin quantization axis of the sample, indicating that the
spin-dependent electron scattering at the surface is affected
by the combined Heisenberg exchange, Dzyaloshinskii-
Moriya (DM), and spin-orbit interactions.

The basic physical idea of the experiments is depicted in
Fig. 1. As shown in Fig. 1(a), an electron interacts with a
surface when being reflected. For the electron’s wave
function, a phase shift ¢ is introduced at the reflection
point that is given by the surface electronic band structure
[9]. When the electron is trapped by multiple reflections
between the surface and the vacuum barrier, an additional
phase shift ¢ is introduced, as depicted in Fig. 1(b).
Within the context of a phase accumulation model, electron
standing waves fulfilling the quantization condition

¢p + e =2zn, with integer n, (1)
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evolve as RSs [9-11]. In the absence of an electric field,
the RSs in the Coulombic image potential are given
by a Rydberg-like series of image-potential states (IPSs)
[10,11]. With increasing electric field, the IPS experience a
Stark-shift to higher energies [12—14]. In the limit of a
very high electric field, the RSs evolve in an almost
triangular electrostatic potential in front of the surface.
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FIG. 1. Experimental approach. (a) Electron reflection at
surfaces leads to a phase shift ¢c. (b) A resonance state (RS)
is an electron wave trapped by multiple reflection between the
vacuum barrier and the crystal surface, associated with phase
changes ¢p and ¢, respectively. (c) The net spin-polarized
current / flowing from the tip via the RS to the sample and the
differential conductance dI/dU is measured as a function of tip
position and relative orientation of tip and surface spins.
(d) Physical picture of electrons tunneling resonantly from the
tip into a RS. (E|,.: surface vacuum level; Er,, E: Fermi level of
tip and surface.) (e) Tip-sample displacement z(U) and
dI/dU(U), revealing the first six RSs on the DL Fe/W(110)
(I =2nA, T =40 K).

© 2019 American Physical Society


https://orcid.org/0000-0003-4091-0837
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.123.087202&domain=pdf&date_stamp=2019-08-23
https://doi.org/10.1103/PhysRevLett.123.087202
https://doi.org/10.1103/PhysRevLett.123.087202
https://doi.org/10.1103/PhysRevLett.123.087202
https://doi.org/10.1103/PhysRevLett.123.087202

PHYSICAL REVIEW LETTERS 123, 087202 (2019)

In the following we will refer to them as field states
(FSs).

Magnetic properties of the RSs are attributed to both the
vacuum potential and the surface electronic band structure.
The coupling to the spin-polarized band structure generates
a significant energy splitting of the RSs, whereas the
influence of the spin polarization of the vacuum potential
was found to be negligible [15]. Consequently, any spin
polarization of the RSs predominantly arises from the spin-
dependent electron reflection at the magnetic surface.

Our experimental approach is depicted in Fig. 1(c).
A magnetic probe tip at bias U is placed above a sample
surface exhibiting a noncollinear magnetic texture, and
spin-polarized electrons are injected into an individual RS.
The resulting spin-resolved tunnel current / and differential
conductance dI/dU signals are measured as a function of
tip position. In Fig. 1(d), a physical picture of the experi-
ment is shown. When eU corresponds to the energy of a
RS, spin-polarized electrons tunnel from the magnetic tip
into the unoccupied RS and subsequently relax to the
surface. Because of the low electron lifetime in the RS, the
time between consecutive electrons filling the RS is much
larger than the time for the decay into the surface [13,16].
As a consequence, I and dI/dU reflect the tunnel current
and differential conductance between the probe tip and the
RS, and local variations therein correspond to local
variations of the RS properties.

The experiments were performed under ultrahigh vacuum
conditions with a pressure below 1 x 10~ Pa using a home-
built SP-STM at variable temperatures. Within the exper-
imental setup, the entire microscope including the tip was
cooled to maximize the thermal stability. Antiferromagnetic
bulk Cr tips were used to avoid an undesired dipolar
coupling with the sample [17]. Simultaneously to the
constant current topography images at closed feedback
loop, a small ac modulation voltage (U, =40 mV,
f =4.333 kHz) was added to the applied bias voltage U
in order to record the spatially resolved differential con-
ductance dI/dU by lock-in technique.

In order to identify the RSs, scanning tunneling spec-
troscopy was performed on the sample surface [12,18].
A spectrum recorded on the double layer (DL) Fe on
W(110) is shown in Fig. 1(e). Here, a feedback control
unit regulates on a constant current between the probe tip
and the sample by adjusting the tip height z while ramping
U. Note that I is predominantly governed by Fowler-
Nordheim field emission for eU being larger than the
sample work function [8]. Consequently, the feedback loop
regulates on an approximately constant electric field at the
tip, resulting in a tip retraction when increasing U. For U
corresponding to an RS energy, an additional transmission
channel opens, resulting in a local peak in dI/dU and a step
in z(U), as observed in Fig. 1(e).

In Fig. 2(a), an SP-STM image is shown, taken on the
DL Fe/W(110) and using spin-polarized tunneling into the
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FIG. 2. Magnetic imaging via spin-polarized tunneling into the
first RS. (a) Three-dimensional view of the DL Fe/W(110)
sample surface colored with the magnetic dI/dU map
(U =4.6 V). (b) dI/dU map of the area marked in (a), recorded
by direct tunneling into the surface (U = 0.3 V). Arrows indicate
the local spin texture (side view) and the tip magnetization
direction. (c) dI/dU maps recorded on the same area as in (b) at
indicated bias, revealing an inversion of the magnetic contrast.
(d) dI/dU spectra, taken on spots with different relative spin
configurations between the tip and the sample, as indicated. Bias
voltages of (c) are marked. (e) Magnetic signal dI/dU(0), as
extracted from (c). (f) Physical picture: the RS spin quantization
axis rotates locally with the underlying spin texture, while the
energy positions of majority and minority RS are preserved.
(I=2nA,T=40K)

first RS. In the z channel, two dislocation lines are visible
that relieve the strain in the atomically flat Fe film.
Additionally, a mono-atomic step edge is visible, caused
by a step on the W(110) substrate. The topography is
colored with the simultaneously recorded map of the
dI/dU signal. From SP-STM studies using spin-polarized
tunneling directly into the sample, the DL Fe/W(110) is
known to exhibit a periodic magnetic domain pattern with
Néel-type domain walls of unique rotational sense [19,20].
While the magnetization of the ferromagnetic domains
points perpendicular to the film plane, the magnetic
moments in the domain walls rotate through the film plane.
In Fig. 2(b), a magnetic SP-STM image of the area marked
in Fig. 2(a) is shown, recorded with spin-polarized tunnel-
ing directly into the surface. For spin-polarized tunneling,
the dI/dU signal varies with the cosine of the enclosed
angle between the magnetization directions of the tip and
the sample [21,22]. Fitting an established model of 180°
domain walls to the data allows the determination of the
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spatial evolution of the surface spin texture [19,23,24], as
indicated in Fig. 2(b). A dI/dU map, generated by spin-
polarized tunneling into the first RS on the same area, is
shown in Fig. 2(c). It reveals the same magnetic pattern as
in Fig. 2(b), indicating that the lateral evolution of the RS
reflects the spin texture of the surface. Consequently, the
RS can be used for spin-resolved imaging, as shown in
Fig. 2(a). When slightly changing the bias, the magnetic
contrast inverts, as shown in Fig. 2(c). Local spectroscopy
curves taken on different spots on the surface for parallel,
orthogonal, and antiparallel alignment of tip and sample
magnetization reveal that the dI/dU(U) curves shift
slightly, as shown in Fig. 2(d) [24]. Such a shifting has
been observed before and is a consequence of the large
energy overlap between majority and minority RSs due to
their small exchange splitting relative to their intrinsic line
widths [13,16,25,26]. For finite spin polarization, tunneling
occurs simultaneously into both the majority and the
minority RS, effectively resulting in a single spectroscopic
peak that shifts to lower (higher) energies for the parallel
(antiparallel) alignment of tip and sample magnetization
[24]. As a consequence, when changing the bias from the
rising to the falling flank of the spectroscopic peak, the
magnetic contrast inverts, as demonstrated in Fig. 2(c).
Based on the shifting of the peak position, an effective
splitting can be determined, resulting in approximately
25 meV. Assuming a spin polarization of the tip of roughly
40%, this value is in accordance with previous experiments
[16,26-28].

In Fig. 2(e), the dI/dU signal is plotted as a function of
relative spin phase € between tip and sample, based on the
spatial evolution of the spin texture shown in Fig. 2(b).
Obviously, the dI/dU signal scales with cos(8), being a
manifestation of the imaging function for spin-polarized
tunneling [21,29]. The implications of this finding for the
spin-dependent properties of RSs are depicted in Fig. 2(f).
The RS exhibits a spin quantization axis that is parallel to
the local surface spin. On surfaces with the spin quantiza-
tion axis changing with lateral position, the spin quantiza-
tion axis of the RS rotates with the underlying spin texture,
while the energy positions of the majority and the minority
RS are preserved. Depending on the applied bias, spin-
polarized tunneling occurs predominantly into the majority
or the minority RS.

The question arises whether the local spin quantization
axes of the RSs still follow the underlying spin texture
when it changes on the atomic scale. In Fig. 3(a), an SP-
STM image of an DL Fe island prepared on an Ir(111)
substrate is shown. Here, the electronic and magnetic
information is encoded in the z channel, recorded via
direct spin-polarized tunneling into the surface [21,30].
Two different kinds of strain-induced dislocation lines with
different heights are observed on the Fe island [31].
In addition, a pattern with a period of 2 nm evolves along
the dislocation lines, as shown in the inset of Fig. 3(a).

FIG. 3. Probing atomic-scale spin spirals with high-order RSs.
Constant current map of a DL Fe/Ir(111) island, recorded
(a) when tunneling directly into the surface (U = 200 mV),
and (b)—(d) via tunneling into a RS (state order n and bias U as
indicated). Dislocation lines with two different heights are
schematically sketched in (a) (green and black lines). Insets:
Closer view of the map (differentiated). A periodic pattern due to
spin spirals propagating along the dislocation lines is observable.
(I=1nA,T=30K)

As has been shown by recent SP-STM studies, this pattern
is the manifestation of a Néel-type spin spiral [31].

The same Fe island was imaged via spin-polarized
tunneling into the first RS, as shown in Fig. 3(b).
Whereas topographic features, like the atomic step edges
and the dislocation lines, tend to smear out, the magnetic
pattern remains visible, as shown in the inset of Fig. 3(b).
Consequently, the first RS on the Fe island reflects the local
spin quantization axis of the spin spiral. A bias-dependent
series of SP-STM images of the same Fe island has been
recorded via spin-polarized electron injection into higher-
order RSs. Exemplary results for the fourth and nineth RS
are shown in Fig. 3(c)-3(d). Here, the topographic features
clearly fade away with increasing U, which is in agreement
with previous observations in spin-averaged STM studies
[32-34]. Interestingly, the magnetic pattern remains visible
in all SP-STM images, thereby indicating that even higher-
order RSs reflect the local spin quantization axis of the
underlying spin texture that changes on the atomic scale.

A magnetic SP-STM image of an extended Fe DL film
on Ir(111) is shown in Fig. 4(a). It was obtained via spin-
polarized tunneling into the first RS above the Fe DL and
recording the spatially resolved dI/dU signal. In contrast
to the Fe DL island discussed before, here a regular
magnetic pattern of spin spirals evolves on the film, with
extended domains of propagation directions. Performing
spectroscopy over a wide bias range up to U =20V
reveals the energy positions of the first 31 RSs on the Fe
film, as shown in Fig. 4(b). In Fig. 4(c), the local
corrugations Az on the spin spiral are shown, recorded
by tunneling into the first and a high-order RS, respectively.
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FIG. 4. Stark-shifted IPSs and FSs on atomic-scale spin spirals.
(a) Magnetic dI/dU map of the DL Fe/Ir(111) spin spirals,
imaged via the first RS (U = 5.3 V). (b) dI/dU(U) revealing
over 30 RSs on the DLFe/Ir(111). (c) Spin-dependent corru-
gation Az as a function of lateral position x, recorded via
tunneling into the 1st (left) and 27th (right) RS (electron energy
as indicated). (d) State energy E, as a function of (n — 1/4)%/3,
revealing the transition from Stark-shifted IPSs to FSs. (e) Spin-
resolved dI/dU spectra of the FS at 18 eV, taken on surface sites
with parallel and antiparallel alignment of tip and sample
magnetization. (f) (Top) Magnetic map of the DLFe/Ir(111)
spin spiral (U =5 V). (Bottom) Map of the spin-dependent
phase shift ¢ for a spin-polarized electron with E = 18 eV upon
reflection at the surface. (/ = 1 nA, T =30 K.)

Despite the considerable reduction of the corrugation with
increasing U, the characteristic spin spiraling is clearly
visible, even in the high-order RS at eU = 18 eV. The
high-order RSs are expected to experience an almost
triangular vacuum potential due to the electric field applied
to the surface, therefore being called field states (FSs).
Their positions in energy as a function of order n are
proportional to (n — 1/4)?/3 [35]. In Fig. 4(d), the energies
of the RSs up to order n = 31 are shown, as determined
from the spectroscopy in Fig. 4(b). Obviously, the data
reproduce the model of FS for high n, whereas a consid-
erable deviation is observed for low-order RSs. For low n,
the image potential has to be considered, resulting in
shifting of the RSs to lower energies.

Consequently, our experimental study includes a variety
of RSs, ranging from Stark-shifted IPSs at low energies to
FSs at high energies. In common to all the investigated RSs
is their atomic-scale sensitivity to the underlying noncol-
linear surface spin texture. Irrespective of the energy, the
existence of a spin quantization axis that rotates with the
surface spin is demonstrated, as exemplarily shown in
Fig. 4(e) for a high-order FS. Here, two spectroscopy
curves have been recorded around the FS at U =18 V,
once in the parallel and once in the antiparallel relative spin

configuration between the tip and the sample. Likewise in
Fig. 2(d), a shifting of the FS peak is observed, which is
attributed to an effective splitting of approximately 13 meV.
Spatially and spin-resolved spectroscopy reveals a signifi-
cant exchange splitting for all investigated RSs between 4
and 14 meV [24].

The noncollinear magnetism in the systems investigated
in our study is a consequence of the combined Heisenberg
exchange, DM, and spin-orbit interactions [20,36]. For IPSs
in the absence of an electric field, the influence of the
Heisenberg exchange is well explored [15,16,27,28,37,38],
while spin-orbit interactions on nonmagnetic Rashba sys-
tems have been revealed only recently [39-41]. Here, we
demonstrate the impact of DM and spin-orbit interactions
above the vacuum level on Stark-shifted IPS and FS in terms
of magnetic noncollinearity in the RSs. Within the context of
the phase accumulation model discussed above, we attribute
the observed RS spin sensitivity to the atomic-scale nature of
the spin-dependent electron reflection at the surface. The
experimental findings imply that the resonance condition of
Eq. (1) has to be fulfilled with a spin-dependent wave
function phase shift ¢, that is set by the local spin
quantization axis of the surface. Within a model for the
FS regime, this spin-dependent ¢~ can be calculated from
the spectroscopic peak positions recorded along the spin
spiral [24]. The resulting map of the spin-dependent ¢,
upon reflection of an electron with £ = 18 eV at the
DL Fe/Ir(111) surface is shown in Fig. 4(f), together with
amagnetic map of the respective surface area. Obviously, ¢
reveals a periodic modulation according to the underlying
spin spiral. Consequently, our spin-resolved electron vac-
uum interferometer allows for mapping the spin-dependent
electron wave function phase shift on the atomic scale. Since
¢c(E) is fully determined by the surface electronic band
structure around E, its sensitivity to the noncollinear
magnetism indicates that all the spin-dependent interactions
that drive the magnetic ground state and are considered to be
small (meV /atom) significantly affect the electronic surface
band structure even far above E,,.. This implies that yet a
free electron feels these interactions upon scattering at a
magnetic surface or interface.

In conclusion, RSs are found to be atomic-scale probes for
surface magnetism. Their local analysis by means of SP-
STM provides an experimental approach for the detailed
investigation of spin-dependent interactions between elec-
trons above E,,. and surfaces with noncollinear spin
textures.
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