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Understanding the role of core-electron excitation in liquid water under proton irradiation has become
important due to the growing use of proton beams in radiation oncology. Using a first-principles,
nonequilibrium simulation approach based on real-time, time-dependent density functional theory, we
determine the electronic stopping power, the velocity-dependent energy transfer rate from irradiating ions
to electrons. The electronic stopping power curve agrees quantitatively with experimental data over the
velocity range available. At the same time, significant differences are observed between our first-principles
result and commonly used perturbation theoretic models. Excitations of the water molecules’ oxygen core
electrons are a crucial factor in determining the electronic stopping power curve beyond its maximum. The
core-electron contribution is responsible for as much as one third of the stopping power at the high proton
velocity of 8.0 a.u. (1.6 MeV). K-shell core-electron excitations not only provide an additional channel for
the energy transfer—they also significantly influence the valence electron excitations. In the excitation
process, generated holes remain highly localized within a few angstroms around the irradiating proton path,
whereas electrons are excited away from the path. In spite of their great contribution to the stopping power,
K-shell electrons play a rather minor role in terms of the excitation density; only 1% of the hole population
composes K-shell holes, even at the high proton velocity of 8.0 a.u. The excitation behavior revealed is
distinctly different from that of photon-based ionizing radiation such as x or γ rays.
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When a highly energetic ion travels through and interacts
with matter, its kinetic energy is transferred into the target
material’s electronic and nuclear subsystems. This energy
loss of the projectile ion can arise fromboth elastic collisions
with nuclei (nuclear stopping) and inelastic scattering events
(electronic stopping). When the particle’s kinetic energy is
sufficiently large (on the order of∼10 keV per nucleon), the
major contribution to the energy transfer constitutes elec-
tronic stopping, wherein the projectile ion induces massive
electronic excitations in the target matter [1,2]. This elec-
tronic stopping phenomenon is at the heart of emerging ion
beam cancer therapies. The use of proton beam radiation
over more conventional radiation based on x- or γ-ray
photons is often considered more effective because of the
ion’s distinct spatial energy deposition profile with a very
sharp peak [3,4]. By calibrating the initial kinetic energy of
the protons, this energy deposition peak can be tuned to
coincide with the location of the tumor. This energy
deposition profile is largely determined by the electronic
stopping power, which measures the rate of energy transfer
from the charged particle to electrons in matter per unit
distance of the energetic particle’s movement [1,5–7]. The
stopping power is a continuous function of the particle
velocity, and the velocities near the maximum of the
stopping power are responsible for the formation of the
sharp energy deposition peak for ions like protons. Because

liquid water makes up the majority of matter in human cells,
various models have been developed for the electronic
stopping power in liquid water over the years [8–16],
including our earlier first-principles theory result [17–18].
At the same time, only limited experimental measurements
exist near the stopping power maximum, and various
theoretical models are currently used with empirically fitted
parameters. Furthermore, unraveling the details of the
excitation behavior in the electronic stopping process has
become important. Proton radiation is generally considered
to be similar to other types of ionizing radiation like x- or
γ-ray photons, which undergo Compton scattering and also
core-electron excitation. However, the extent to which
proton radiation excites valence and core electrons is not
understood. Indeed, this is complicated by the fact that the
ratio of valence to core-electron excitations depends on the
irradiating proton velocity. In radiation oncology, an empiri-
cal factor such as relative biological effectiveness is used to
take into account differences between the proton radiation
and x-ray photon radiation for convenience, but many now
call for a bettermechanistic understanding of the radiation at
the molecular level [19]. In this Letter, we discuss the role of
K-shell core-electron excitations in liquid water under
proton irradiation by accurately determining the electronic
stopping power and simulating the quantum dynamics of
electronic excitations from first principles.
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We apply our recently developed nonequilibrium
dynamics simulation approach based on real-time, time-
dependent density functional theory (RTTDDFT)
[17,18,20–23] to simulate the nonperturbative response
of the electronic system to a fast-moving projectile proton.
In this approach, the electronic stopping power can be
obtained from the rate of electronic energy change at
different projectile proton velocities, as discussed in our
earlier work [21,24]. We use our implementation of
RTTDDFT based on a plane wave–pseudopotential (PW-
PP) formalism [20,25] in the QBOX/QB@LL code [26,27].
Simulating the 1s core (i.e., K-shell) electron excitations of
oxygen atoms in this Letter requires us to go beyond several
standard approximations typically used in the PW-PP
formalism. The oxygen and hydrogen atoms in liquid
water are described by all-electron pseudopotentials that
are generated using the optimized norm-conserving
Vanderbilt scheme [28,29], for which multiple projectors
are used for the explicit treatment of the 1s electrons of
oxygen atoms in the simulation. The validity of the all-
electron pseudopotentials was checked by calculating the
core-level optical excitation spectrum of a single water
molecule, as shown in the Supplemental Material [30].
Unlike previous RTTDDFT studies of electronic stopping
in which pseudopotentials are used for the projectile proton
[17,18], here we use a bare Coulomb potential for repre-
senting the proton because an accurate description of the
K-shell core excitations is necessary, especially for large
proton velocities (see the Supplemental Material [30] for
details). Consequently, the use of a plane wave kinetic
energy cutoff of up to 250 Ry for expanding the Kohn-
Sham wave functions was required, and an extrapolation
was used for calculating the stopping power at high
velocities (see the Supplemental Material [30] for details).
We employed the Perdew-Burke-Ernzerhof generalized
gradient approximation (GGA) approximation [34] for
the exchange-correlation potential because we found that
the use of the more advanced strongly constrained and
appropriately normed meta-GGA does not change the
results [35–37] (see Fig. S7 in the Supplemental
Material [30]). The liquid water structure was generated
by taking a snapshot after preforming a 10 ns classical
molecular dynamics simulation at 300 K with extended
simple point charge force field [38]. Our simulation cell
contains 38 water molecules with periodic boundary
conditions (8 Å × 8 Å × 17.73 Å), and the projectile pro-
ton travels in the þz direction. This simulation was
compared to a larger simulation cell with 170 water
molecules (12 Å × 12 Å × 35.45 Å), and no appreciable
finite size errors were found. In order to determine
electronic stopping power accurately using the nonequili-
brium simulation approach, an ensemble average of pro-
jectile proton trajectories is necessary [23]. Sixty-four
proton projectile trajectories (paths) were sampled evenly
on a grid dividing the cross section of the xy simulation cell

plane. In total, 64 independent RTTDDFT simulations were
performed for each velocity. The convergence of this
sampling was confirmed by comparison with a more
extensive sampling that includes 256 paths. Albeit com-
putationally expensive, this trajectory sampling ensures
that the ensemble average contains projectile proton tra-
jectories that cover a wide range of impact parameters with
respect to the atoms in the target matter, which is especially
important when core electrons are excited [23,39]. The
error bars on the stopping power reported here are the
standard error of the mean calculated based on these 64
paths. Because the K-shell core-electron excitation is found
to be important in the high velocity regime, we also verified
that close or small impact parameters are accurately
sampled. These technical, but important, details are dis-
cussed in the Supplemental Material [30], in addition to
comparisons with our earlier work [18], which did not
consider core-electron effects.
The calculated stopping power as a function of the

proton velocity ranging from 0.5 to 8 a.u. (corresponding to
the kinetic energy of 6.2 keV–1.6 MeV) is compared to the
available experimental stopping power data [40,41] and to
the so-called stopping and range of ions in matter (SRIM)
[16] model in Fig. 1. The only experimental data available
in this velocity range are the measurements by Shimizu and
co-workers [40,41]. We note, for completeness, that the
reliability of this measurement has been questioned on the
basis of the Bethe model [42]. The SRIMmodel is based on
extending the Lindhard-Scharff-Schiott theory [43] with
inputs from available experiments, and it is widely used as a
standard reference. Though there is no reported experi-
mental data for velocities less than 3.5 a.u. for liquid water,
the SRIM result relies on existing experimental data of
solid water (ice) to estimate the stopping power of liquid

FIG. 1. Electronic stopping power curve from our first-
principles simulation in comparison to the experimental data
by Shimizu and co-workers [40,41] (Sz10), the SRIM [16]
model, the Bethe model [44] with I ¼ 78 eV recommended
by the International Commission on Radiation Units and Meas-
urement [8], and Emfietzoglou’s model [10–12].
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water. Our first-principles result is in excellent agreement
with these two references. The peak of our calculated
stopping power (i.e., the Bragg peak) is at v ¼ 1.73 a:u:,
and the stopping power of 0.165� 0.010 a:u: agrees well
with the SRIM model, which shows the Bragg peak at
v ¼ 1.72 a:u: and the stopping power of 0.165 a.u. at this
velocity. For comparison, we also show the seminal
Bethe model [44] with mean excitation energy parameter
of I ¼ 78 eV, as recommended by the International
Commission on Radiation Units and Measurement [8],
and one of the most recent models by Emfietzoglou and co-
workers [10–12] based on perturbation theory. For the
Bethe model, the Bragg peak lies around v ¼ 1.98 a:u:,
with a corresponding stopping power of 0.160 a.u.
As widely recognized, the Bethe model significantly
underestimates the stopping power for low projectile
velocities, and it does not obey the correct linear depend-
ence around zero velocity [45]. At the same time, the Bethe
model is remarkable in that the model correctly captures the
stopping power behavior for the large projectile velocities
beyond the peak velocity with only a single parameter
to account for the target matter, the mean excitation
energy. Emfietzoglou’s model goes beyond the Bethe
model, and it tends to the correct limits at both low and
high velocities. However, Emfietzoglou’s model shows the
Bragg peak at around v ¼ 1.80 a:u: with the stopping
power of 0.130 a.u., which significantly underestimates the
magnitude of the electronic stopping power with respect to
our first-principles result.
One of the most pressing challenges is to elucidate the

importance of the K-shell core-electron excitations. Widely
used in radiation oncology, x- or γ-ray radiation could
effectively excite deep core electrons, undergoing the
Auger effect [46]. Empirical models have indicated that
proton radiation does not excite K-shell core electrons
appreciably for the proton velocities near the Bragg peak—
only for much larger velocities [11]. In recent years,
differences between x- or γ-ray and proton radiation have
been examined more carefully in the radiation therapy
literature [19]. However, our understanding of proton
radiation is still quite limited, even for such important
biological matters like liquid water. Here, we examine the
extent to which the K-shell core-electron excitations play a
role in the electronic stopping of protons in liquid water. In
the literature, a separate K-shell contribution to stopping
power is widely used, as in Emfietzoglou’s model [12].
However, in addition to providing an extra channel for the
energy transfer from the projectile proton, electronic
excitations of K-shell core electrons also influence the
valence electron excitations. This is commonly known as
the “shake-up” effect [47] in the related context of x-ray
absorption. In reality, it is therefore not possible to separate
the electronic stopping power in terms of contributions
from the valence electrons and core electrons independ-
ently, as is widely done in empirical models [11,12,48–51].

Using first-principles theory, we can quantify how much
the stopping power is influenced by the presence of the
K-shell core electrons by calculating the stopping power
with and without the inclusion of the core electrons in our
simulations, as shown in the top panel of Fig. 2. For
convenience, we refer to the difference between these two
stopping power curves as ΔScore. The valence electron
contribution indeed accounts for >99% of the stopping
power for velocities of less than 1.5 a.u. However, for
velocities larger than 1.5 a.u., the K-shell stopping power
contribution, ΔScore, starts to increase, from 0.002 a.u. (2%
of the stopping power) at v ¼ 1.73 a:u: to 0.012 a.u. (25%
of the stopping power) at v ¼ 6.27 a:u: For the highest
velocity of 8.0 a.u. that we considered here, the stopping
power is 28% higher when the core electrons are present.
This observation differs significantly from the estimated
K-shell electron contribution based on various empirical
models (Emfietzoglou or Drude [11–12] and hydrogenic
generalized oscillator strength [11,49,52,53]), as shown in
the bottom panel of Fig. 2. For instance, Emfietzoglou’s
model [12] predicts that the K-shell contribution starts
to become important only at much greater velocities of

FIG. 2. (Top panel) Contribution of the K-shell (oxygen 1s
electrons) excitation to electronic stopping power curve, ΔScore,
calculated as the difference between the all-electron and the
valence-electron-only results. (Bottom panel) The fraction of
the K-shell contribution to the stopping power, in comparison to
the Emfietzoglou or Drude model [11,12], and the hydrogenic
generalized oscillator strength model [11,49,52,53].
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>3.5 a:u: [Fig. 2 (bottom panel)], and K-shell core elec-
trons are responsible for less than 10% of the stopping
power even at v ¼ 8.0 a:u:.
As discussed above, K-shell core-electron excitations

not only provide an extra channel for the energy transfer,
they also influence valence electron excitations. To quantify
this shake-up effect in the electronic stopping, we calcu-
lated the summed expectation value of the Kohn-Sham
(KS) Hamiltonian for all of the valence electron wave
functions,

PhφiðtÞijĤKSjφiðtÞij, in the simulations with
and without the core electrons. The shake-up effect then
can be quantified by obtaining the difference of these
Hamiltonian expectation values for the valence electrons in
the simulations with and without theK-shell core electrons.
Figure 3 shows this energy difference as a function of the
projectile proton displacement, averaged over all of the 64
projectile paths. The shake-up effect contribution to the
stopping power is obtained by calculating this expectation
value change per unit distance of the projectile proton
movement. At the high proton velocity of 8.0 a.u., the
shake-up effect is responsible for 36% of ΔScore (i.e., 11%
of the stopping power). At the Bragg peak proton velocity
of 1.73 a.u., 56% of ΔScore is due to the shake-up effect, but
it is only <1% of the stopping power because K-shell core
electrons are hardly excited at this peak velocity. For a very
low velocity of 1.00 a.u., no shake-up effect is observed,
and the difference between the all-electron and valence-
electron-only calculations simply oscillates around zero in
Fig. 3. The K-shell core-electron excitations have signifi-
cant influence on the valence electron excitations at high
velocities. Although having a separate correction for the
core-electron excitation is convenient in modeling [12,23],
it is not possible to take into account this intricate shake-up
effect using such a model correction. This shake-up effect
partly explains why using a separate K-shell correction

underestimates the ΔScore with respect to our first-princi-
ples result [see Fig. 2 (bottom panel)].
Having examined the K-shell core-electron excitations

and the importance of the shake-up effect, we now turn our
attention to the spatial characteristics of the excited carriers
in the electronic stopping process. The time-dependent KS
wave functions can be projected onto the KS eigenstates of
the equilibrium electrons to obtain the excited carrier
distribution [17,18]. The projection onto the occupied
and unoccupied eigenstates is used to calculate the hole
and excited electron populations, respectively. All of the
occupied eigenstates and the unoccupied eigenstates up to
80 eVabove the conduction band minimum are included in
the projection, and the electronic states covered in this
energy range account for greater than 95% of the total
excited electrons. At the peak velocity of v ¼ 1.73 a:u:,
the average number of holes per water molecule is 0.0933,
and only 0.003% (3 × 10−6 holes) are generated in the K
shell. At v ¼ 8.0 a:u:, the average number of holes is
significantly smaller, 0.0108, but approximately 1%
(1 × 10−4 holes) of the holes are generated in the K shell.
Figure 4 shows the spatial distribution of the excited
electrons and holes at v ¼ 8.0 a:u:, as a function of the
distance from each projectile proton path, averaged over all
of the projectile paths. A full width at half maximum
(FWHM) of the distribution for the core holes is 0.76 a.u.,
while a noticeably broader FWHM of 4.50 a.u. is observed
for the hole distribution in the valence band states. The
valence hole distribution shows two notable features: a
localized region that corresponds to individual water
molecules along the path and the distribution tail that
derives from neighboring water molecules. This tail com-
ponent gives the valence hole distribution an appreciable
magnitude even at distances larger than 9 a.u. On the other
hand, the excited electron distribution is not so localized

FIG. 3. Difference of the summed Hamiltonian expectation
value of the valence electrons for simulations with (AE, all
electrons) and without K-shell core electrons (VEO, valence
electron only) at the projectile proton velocity of 1.00 a.u., 1.73
(peak), and 8.00 a.u.

FIG. 4. Ensemble-averaged distribution of holes and excited
electrons as a function of the distance from the projectile proton
path at the proton velocity of 8.0 a.u. The plot is made symmetric
as a guide for the eye. The arrows indicate the FWHMs of the
valence hole and O 1s hole distributions.

PHYSICAL REVIEW LETTERS 123, 066401 (2019)

066401-4



along the projectile proton path as shown in Fig. 4, and the
excited electron distribution decreases only by ∼10%, even
9 a.u. away from the path. This indicates that individual
water molecules are indeed ionized along the projectile
path in the electronic stopping process, which is consistent
with our earlier finding [17] and also with the established
notion of proton radiation as ionizing radiation. The K-
shell core-electron excitations still contribute greatly to the
stopping power—even when only a small proportion of the
excited electrons are excited from the K-shell core states—
because the core excitation energy is a few orders of
magnitude greater than the valence excitation energy.
Developing a detailed understanding of the role of core-

electron excitations in liquid water under proton irradiation
has become important largely due to the growing use of
proton beams in radiation oncology. Using nonequilibrium
simulations based on real-time, time-dependent density
functional theory, we accurately determined the electronic
stopping power for protons in water from first principles,
particularly focusing on the role of core electrons. The first-
principles predicted stopping power shows significant
differences from commonly used perturbation theoretic
models, such as the Bethe and Emfietzoglou models
[12,13,44]. The K-shell core-electron excitation from water
molecules’ oxygen atoms was found to be crucial in
determining the electronic stopping power curve beyond
its maximum, being responsible for as much as one third of
the stopping power at the large proton velocity of 8.0 a.u.
(the kinetic energy of 1.6 MeV). The core-electron exci-
tation significantly influences the valence electron excita-
tion, in addition to providing an additional channel for the
energy transfer. Such a cooperative phenomenon in the
excitation is often referred to as the shake-up effect [47],
and this effect approximately accounts for as much as half
of the contribution of the K-shell core-electron excitation to
the electronic stopping power at the high proton velocity of
8.0 a.u. In the excitation process, the generated holes
remain highly localized within a few angstroms around
the irradiating proton path while electrons are excited away,
indicative of ionizing radiation behavior. Despite their
importance in contributing to the stopping power, the
K-shell core electrons play a rather minor role in terms
of the excitation density; only 1% of the holes are generated
in the K shell even at the large velocity of 8.0 a.u. While
x- and γ-ray and proton radiations are both considered to be
ionizing radiation and are usually treated on the same
footing [19], our work revealed that the excitation and
ionization behaviors involved are distinctly different.
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