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We experimentally demonstrate the observation of thermally excited microscopic acoustic wave
turbulence at the discrete level in quasi-two-dimensional cold dusty plasma liquids. Through multidi-
mensional empirical mode decomposition of individual dust particle motions over a large area, the
turbulence is decomposed into multiscale traveling wave modes, sharing self-similar dynamics. All modes
exhibit intermittent excitation, propagation, scattering, and annihilation of coherent waves, in the form of
clusters in the xyt space, with cluster sizes exhibiting self-similar power law distribution. The poor particle
interlocking in the region with poor structural order is the key origin of the easier excitations of the large
amplitude slow modes. The sudden phase synchronization of slow wave modes switches particle motion
from cage rattling to cooperative hopping.
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Under strong external drive, wave turbulence with multi-
scale fluctuations ubiquitously occurs in many nonlinear
macroscopic continuous media, such as water surface,
chemical systems, nonlinear optical and acoustic media,
and plasmas [1–7]. Past studies focused mainly on
dispersion relations, scaling behaviors of continuous power
spectra, wave mixing, multifractality, etc., [1–6], and to a
lesser extent on the spatiotemporal coherent waveform
behaviors at various scales [7]. In particular, to our knowl-
edge, whether thermally excited microscopic acoustic wave
turbulence (MAWT) occurs at the discrete atomic level also
remains an unexplored fundamental issue.
Counterintuitively, coherent excitations exist in macro-

scopic turbulent systems under strong drives or nonlinear
excitable systems driven by noise. Multiscale coherent
vortices in hydrodynamic turbulence [8] and multiscale
acoustic vortices with helical waveforms in macroscopic
acoustic wave turbulence [7] are good examples under
external persistent drives. The avalanche excitation of
coherent wave clusters exhibiting power law cluster size
distribution in the Belousov-Zhabotinsky reaction system
is another example of a nonlinear excitable system driven
by noise [9]. Microscopically, the cold, supercooled or
glass-forming liquids around freezing can be viewed as
nonlinearly coupled systems driven by stochastic thermal
noise. Under solidlike dense packing, the competition
between strong mutual coupling and weak thermal agita-
tion causes the formation of crystalline ordered domains
(CODs) with various sizes and different orientations. They
have been observed in colloidal glass-forming liquids and
dusty plasma liquids (DPLs) [10–17]. CODs and defects

around their interfaces can facilitate the propagation and
frustration of thermally excited transverse and longitudinal
acoustic waves [18,19], respectively, because CODs can
temporarily sustain shears. Fourier power spectra and the
instantaneous normal mode method have been used for
characterizing those waves [20–25]. However, those waves
have never been investigated from the wave turbulence
view, especially their spatiotemporal coherence at different
scales.
Acoustic waves are constituted by cooperatively moving

particles. For individual particle motion, past studies
mainly focused on heterogeneous non-Gaussian dynamics
[11–17]. Particles alternatively exhibit small amplitude
thermal rattling in cages formed by surrounding particles,
and avalanchelike cooperative hopping in the form of strings
or rotating CODs after accumulating sufficient constructive
perturbation. The latter in turn causes structural rearrange-
ment [11–17,26–30]. Nevertheless, how the superposition
of multiscale waves leads to heterogeneous alternating
rattling and hopping motions also remains unclear.
In brief, under stochastic thermal agitation, the hetero-

geneous microstructure affects particle mutual interaction,
and consequently multiscale wave excitation and coher-
ence. Wave superposition determines alternate particle
rattling and hopping, which further affect structural and
dynamical evolutions. Certainly, it is intriguing to address
the following important unexplored issues in this Letter,
using a cold DPL as a platform: (a) viewing these waves
as MAWT in the cold liquid, (b) decomposing MAWT
into multiscale traveling wave modes and characterizing
their spatiotemporal coherent waveform dynamics, and
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(c) identifying correlations between different modes and
local structural order, and unraveling cage rattling and
hopping as the superposition of multiscale waves.
The DPL can be formed by micrometer sized particles

suspended in the low pressure rf discharge [14–17,20,
21,23,24,31–35], through screened Coulomb interaction
due to the strong negative charging on particles. It is a good
platform for understanding the generic behaviors of the
Yukawa liquid at the microscopic level directly through
visualizing individual particle motions over a large area
[14–17,20–24,31–37].
For turbulent-type motion with a continuous power

spectrum, the absence of spectrum gaps disables spatio-
temporally decomposing fluctuations into different scale
modes using Fourier analysis. Here, similar to a previous
study on the three-dimensional (3D) macroscopic dust
acoustic wave turbulence in the gaseous dusty plasma
[7], multidimensional complementary ensemble empirical
mode decomposition (MCEEMD) is used. It enables one to
decompose particle motions into spatiotemporal wave-
forms at different scales with the information of instanta-
neous local amplitudes, phases, and frequencies in the
ð2þ 1ÞD spatiotemporal space [38–41].
The experiment is conducted in a cylindrical symmetric

rf dusty plasma system, as described in Refs. [15,25]. The
DPL composed of short vertical chains of polystyrene
particles, aligned by the vertical downward ion flow [31], is
confined by the sheath field adjacent to the boundary of a
hollow cylindrical trap. Particles along the same vertical
chain hop together horizontally. In this quasi-2D liquid,

particle positions in the horizontal (xy) plane, illuminated
by a thin horizontal laser sheet, are recorded at 30 Hz
sampling rate by a CCD on top of the system.
Figure 1(a) shows two typical snapshots with particles

sitting at the vertices of the background grid, color coded
by the degree of local bond orientational order jΨ6j (see its
definition in Ref. [42]), and subsequent particle trajectories
over a 4 s interval. Squares and triangles represent
sevenfold and fivefold disclination defects, respectively.
jΨ6j ¼ 1 and <0.4 for perfect lattice sites and defect sites,
respectively. Defects appear in the form of clusters around
the boundaries of adjacent CODs to accommodate different
lattice orientations. Regions with particles exhibiting small
amplitude cage rattling (short trajectories), and collective
large amplitude hopping (long trajectories) in the form of
clusters [see the inset of Fig. 1(a)], can be easily identi-
fied [15].
For simplicity, we focus on the transverse oscillations.

The relative transverse displacement DðtÞ of a pair of
adjacent particles is used as a local dynamical variable.
Here, DðtÞ is obtained through integrating the relative
velocity normal to bond direction and normalized by the
mean bond length, which corresponds to bond angle
evolution. The top and bottom curves of Fig. 1(b) show
the DðtÞ of a typical particle pair and hjΨ6ðtÞji, averaged
over the jΨ6j of the two particles of that pair, respectively.
Between small amplitude cage rattling in both curves,
hopping and the associated structural rearrangement occur
(e.g., as in band A) with large variations of DðtÞ and
hjΨ6ðtÞji over a subsecond timescale.

FIG. 1. (a) Two typical snapshots of particle configuration with particles sitting at the vertices of the background grid, color coded by
jΨ6j, and the subsequent particle trajectories over a 4 s interval, with the inset a magnifcation of the boxed region. Squares and triangles
represent sevenfold and fivefold disclination defects, respectively. (b) Temporal evolutions of relative transverse displacement D, its
decomposedDm, and hjΨ6ðtÞji of a typical particle pair. Band A shows an example of the synchronization (for ϕm ¼ 0.5π) of the drastic
descending parts of the larger m modes (e.g., m > 3), with the earlier increases of their amplitudes. It causes hopping and structural
rearrangement with the large changes of D and hjΨ6ðtÞji, respectively. (c) The corresponding power spectra of D (blue line) and
decomposedDm. The numbers near the straight gray lines are their scaling exponents. (d) Particle configurations at t ¼ 2 s, color coded
by Am ¼ am=am (m ¼ 2; 4, and 6) and ϕm, showing the heterogeneous excitations of multiscale waves.
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Through the sifting process in MCEEMD based on EMD
using the Hilbert-Huang transform [7,25,38–41], Dðxi; tÞ
from the local particle pair centered at point xi in the
xy plane is successively decomposed in terms of an
adaptively obtained, amplitude-frequency modulated oscil-
latory intrinsic mode function (IMF) with zero mean,
Dmðxi; tÞ (m ¼ 1; 2;…; N), until reaching the mean trend
rðxi; tÞ. Namely,Dðxi; tÞ ¼

P
N
m¼1Dmðxi; tÞ þ rðxi; tÞ and

Dmðxi; tÞ ¼ amðxi; tÞ cosϕmðxi; tÞ. This complete and
nearly orthogonal reconstruction reveals temporal varia-
tions of the local amplitude amðxiÞ and phase ϕmðxiÞ for
DmðxiÞ, which can be spatially extended to all particle pairs
in the xy plane. More details of mode decomposition,
especially through adding complementary noise sets for
removing mode mixing, and the comparison of the results
from several different methods based on empirical mode
decomposition can be found in Refs. [25,40,41,44].
Figure 1(b) further shows the temporal evolutions

of various Dm, decomposed from DðtÞ of the top row.
Figure 1(c) shows the corresponding power spectra of DðtÞ
andDmðtÞ, averaged over the spectra of 3662 particle pairs.
All of the IMFs exhibit amplitude and frequency modu-
lations, which cause their similar spread spectra, and the

multiscale fluctuations of DðtÞ. The mode intensity
increases with increasing m.
As shown in Fig. 1(b), the high frequency part of cage

rattling is contributed mainly by the fast modes 1 and 2
(e.g., see the cage rattling before and after band A). The
slow modes (m > 3) have higher amplitudes than the fast
modes and play key roles in hopping. For example, before
band A, their amplitudes gradually increase. The synchro-
nization of their descending parts leads to the large drop of
DðtÞ in band A, which corresponds to the hopping region
causing strong bond rotation after cage rattling. In the
nonhopping region, although the amplitudes of slow modes
could be larger than those of fast modes, their destructive
superposition causes only a small amplitude slow variation
of D (e.g., in band B).
By extending the above sifting process to all particle

pairs, the spatiotemporal evolutions of all modes can be
obtained. Figure 1(d) shows typical plots color coded by
the instantaneous normalized local wave amplitude Am ¼
am=am and the instantaneous phase ϕ for different modes,
at t ¼ 2 s (also see Video S1 in the Supplemental Material
[25] for their spatiotemporal evolution), from the same area
as Fig. 1(a). Here, ām is the averaged am over all particle

FIG. 2. (a) Isophase (ϕm ¼ 0.5π) surfaces, color coded by normalized amplitude Am, of modes 2 to 6 in the xyt space. Here, c is the
mean interparticle distance. (b) Isophase surface plots enlarged from cuboids in the plots withm ¼ 3 and 4 of (a), more clearly showing
the intermittent coherent excitation, propagation (e.g., along arrow directions), scattering, and annihilation of different mode waves, in
the form of clusters. (c) Coplot of the isophase (ϕm ¼ 0.5π) surfaces of (left panel) modes 3 and 5, and (right panel) modes 4 and 5 in the
xyt space, showing phase synchronization of modes 3 to 5 along the common intersection (white dashed line) in the xyt space.
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pairs and time. It demonstrates the heterogeneous excita-
tions of different modes. The regions with large Am (the
yellow and orange regions) appear in the form of clusters
with various sizes and change at different times. The
corresponding instantaneous phase (ϕm) plots show that
the white isophase regions with ϕm ¼ 0.5π (i.e., −dDm=dt
reaches the maximum in an oscillation cycle) appear
mainly in the form of connected straight strips along the
local lattice lines (see the background grids) with different
orientations.
For constructing a clearer picture of the spatiotemporal

evolution of the coherent waveforms at different scales,
Fig. 2(a) shows the plots of the isophase surfaces with
ϕm ¼ 0.5π for a few typical modes, color coded by Am in
the xyt space (see more details on isophase surface
construction in Ref. [45]). Note that the mode 6 plot uses
different scales. Figure 2(b) shows the isophase waveforms
enlarged from the cuboids of the plots for modes 3 and 4 of
Fig. 2(a), with the arrows indicating wave propagating
directions. Basically, those corrugated isophase surfaces are
composed of tilted surfaces, with various persistent spans
for sustaining the tilting angle (determined by the phase
velocity of the wave) and amplitude in the xyt space. They
appear in the form of clusters with various sizes in the
xyt space.
Namely, the coherent wave can intermittently emerge

with small local amplitude, gradually increase its spatial
span and change its amplitude during propagation, alter
propagation direction through scattering [e.g., at points A
and B in Fig. 2(b)], and annihilate (see more details in
Fig. S5 and Videos S1 and S2 in the Supplemental Material
[25]). The isophase surfaces of different modes can
intersect in the xyt space. The intersection (white dashed
line) of isophase surfaces of the different slow modes in the
example in Fig. 2(c) is the region of their phase synchro-
nization leading to hopping with the large change of D.
The isophase surfaces and the large Am sites of each

mode both intermittently appear in the form of clusters with

various sizes in the xyt space (see Video S2 in the
Supplemental Material [25]). Figures 3(a) and 3(b)
show the histograms of the coherent cluster size and the
large Am cluster size, i.e., the number of connected pairs,
Nϕm and NAm, sharing similar phases within the range
ϕm ¼ 0.5π � 0.1π, and large local amplitude Am > 2,
respectively, for different modes in the xyt space. After
rescaling Nϕm and NAm by γm, the histogram curves in each
set collapse to a power law distribution curvewith exponents
equaling −2.5 and −2.4, respectively (see the two insets of
Fig. 3). Here, γm is the ratio of the product of themean period
and the square of the mean wavelength of mode m to that
of mode 1, (see Fig. S4 in the Supplemental Material [25]).
The above self-similar scale-free scaling behaviors imply
that the dynamics for determining the intermittent spatio-
temporal excitations of coherent waves and large amplitude
waves both follow their own self-similar rules over a wide
range of scales.
Note that stochastic thermal kicks are the sources for

disordered excitation and interruption. The strong mutual
interaction generates spatiotemporal coherence. Their com-
petition is the key for the above scale-free distributions. The
scale-free size distribution of coherent clusters has also
been observed in thermally driven Belousov-Zhabotinsky
chemical reaction [9].
How are the instantaneous local amplitudes of different

modes and local structural order correlated? Figure 3(c)
depicts the correlation probability CðhjΨ6ji; AmÞ of finding
a local bond with instantaneous hjΨ6ji and Am of
mode m by subtracting off the uncorrelated probability,
PðhjΨ6jiÞPðAmÞ, from the joint probability, PðhjΨ6ji; AmÞ,
i.e., CðhjΨ6ji; AmÞ ¼ PðhjΨ6ji; AmÞ − PðhjΨ6jiÞPðAmÞ.
The two positive (yellow to brown) bumps in each panel
show the regions with higher likelihood. Namely, the worse
interlocking in the regions with poor structural order tends
to allow the stronger thermally excited waves. The ten-
dency is enhanced with increasing m. This can also be

FIG. 3. (a),(b) Histograms of coherent cluster sizes, Nϕm and NAm, the number of connected pairs of adjacent particles, sharing similar
phases within the range ϕm ¼ 0.5π � 0.1π, and Am > 2 for different modes, respectively, in the xyt space. (Insets) Corresponding
histograms of cluster sizes after rescaling by γm, the ratio of the product of the averaged period τm and the square of the mean wavelength
λm of modem to that of mode 1, showing the collapsing of histogram curves in each set to a power law distribution. (c) Color coded plots
of the correlation probability CðhjΨ6ji; AmÞ, showing the decreasing negative correlation between Am and jΨ6j with increasing m.
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manifested by comparing the low hjΨ6ji (red) patterns with
the high Am (yellow to red) patterns for each mode in
Figs. 1(a) and 1(d), respectively. Note that larger amplitude
low frequency transverse phonons in regions with poor
structural order were also observed in glassy colloidal
systems [18,19].
From the single particle motion view, D is a super-

position of all wave modes. With gradually deteriorating
local structural order, Am of all modes tend to increase.
However, a particle still exhibits cage rattling until the
constructive superposition through phase synchronization
of large amplitude slow modes, which generates hopping
with large change of D and structural rearrangement. This
also explains previous observations of hopping which
tends to be preceded by increasing amplitudes of low pass
filtered cage rattling and deteriorated structural order
[13,16,26–30]. After hopping with a large change of D,
the destructive interference of desynchronized waves
resumes cage rattling.
In conclusion, through MCEEMD for decomposing

directly visualized transverse particle motion into differ-
ent-scale modes in the ð2þ 1ÞD space-time space, we
demonstrate that the thermally excited acoustic waves can
be viewed as microscopic wave turbulence in the quasi-2D
cold dusty plasma liquid at the individual level. In the xyt
space, all modes exhibit intermittent excitation, propaga-
tion, scattering, and annihilation, in the form of clusters
sharing similar generic behaviors. The rescaled sizes of the
coherent phase clusters and the large amplitude clusters
both exhibit self-similar scale-free power law distributions,
akin to those in other extended nonlinear subexcitable
systems driven by noise. The poor particle interlocking in
the region with poor structural order is the key origin for
supporting the stronger excitations of all modes, especially
the slow modes. For individual particle motion, the
synchronization of the drastic changing parts of the slow
mode with increasing amplitude switches particle motion
from cage rattling to cooperative hopping, followed by cage
rattling with desynchronized phases of multiscale modes.
Our Letter sheds light on the generic multiscale coherent

acoustic waveform behaviors and their correlations with
local structural order and individual particle motions in
other cold and glass-forming liquids. It also paves the way
to unraveling multiscale coherent excitations of various
microscopic wave turbulences not only in 3D cold and
glass-forming liquids but also in different nonlinear
extended systems at the atomic level.
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