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When a weakly outgassing comet is sufficiently close to the Sun, the formation of an ionized coma
results in solar wind mass loading and magnetic field draping around its nucleus. Using a 3D fully kinetic
approach, we distill the components of a generalized Ohm’s law and the effective electron equation of state
directly from the self-consistently simulated electron dynamics and identify the driving physics in the
various regions of the cometary plasma environment. Using the example of space plasmas, in particular
multispecies cometary plasmas, we show how the description for the complex kinetic electron dynamics
can be simplified through a simple effective closure, and identify where an isotropic single-electron fluid
Ohm’s law approximation can be used, and where it fails.
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Numerical models that seek to describe the evolution of
plasma without self-consistently including the electron
dynamics, such as (multi-)fluid and hybrid simulation
approaches [1], need to rely on a relation that prescribes
the behavior of the unresolved species. Typically a gener-
alized Ohm’s law (GOL) is assumed [2], combined with a
closure relation such as a polytropic or a double adiabatic
evolution [3,4]. In this Letter, we show how a GOL can
unravel the hidden mysteries of multispecies plasma envi-
ronments, such as the solar wind plasma interaction with a
weakly outgassing comet [5–7]. We indicate where reduced
plasma models can be applied, e.g., to gain more direct
access to the ongoing physics and/or to decrease the needed
amount of computational resources, and show the conse-
quences of this compromise.

The Rosetta spacecraft caught up with comet 67P/
Churyumov-Gerasimenko (hereafter 67P) at a heliocentric
distance of 3.6 AU [8,9]. At a few hundred kilometers from
the cometary nucleus, the Rosetta plasma instruments,
quite unexpectedly, picked up the signatures of a plasma
environment dominated by cometary matter [10,11], even
though 67P had an outgassing rate of one to two orders of
magnitude smaller than 1P/Halley at a similar heliocentric
distance [12–15]. This meant that even at large heliocentric
distances the weakly outgassing nucleus of 67P mass loads
the solar wind plasma [5,6].
Various ionization processes, such as electron-impact

ionization, photo-ionization, and charge exchange, contrib-
ute to the shape of the near-cometary environment [16–18].
Rosetta observed a radial dependence of the plasma density
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with distance from the nucleus [19,20] or, in other words,
there exists a continuously changing ratio between the
cometary and the upstream solar wind plasma density
throughout 67P’s plasma environment, both along the
Sun-comet direction as well as in the meridian plane
[21–23]. To first order, for a weakly outgassing comet, the
dynamical interaction that determines thegeneral structure of
the cometary plasma environment is representative of a four-
fluid coupled system (illustrated in Fig. 1), where the solar
wind electrons move to neutralize the cometary ions and the
cometary electrons organize themselves to neutralize the
solar wind ions [7].
In addition to a detailed understanding of the kinetic

dynamics that governs the solar wind interaction with a
weakly outgassing comet, in this Letter we provide feed-
back to (multi-)fluid [24–29] and hybrid [16,30–37]
models where the electrons dynamics is prescribed through
a GOL combined with an electron closure relation. Using a
fully kinetic, self-consistent approach for the electron
dynamics, however, we can work the other way around
and compute the various terms of the GOL directly from the
simulation output. Our simulation model does not assume
any GOL. This allows us to identify the compromises that a
simplified electron pressure tensor brings to the electron
dynamics and to establish where it is justified to adopt a
GOL that mimics the electron dynamics. As the locations of
the solar wind and cometary species in phase space changes
throughout the cometary plasma environment, so too will
the balance between the different contributions to the total
electric field in the GOL in response to the physical
processes that dominate each region.

To simulate the solar wind interaction with comet 67P we
use the semi-implicit, fully kinetic, electromagnetic particle-
in-cell code iPIC3D [7,38]. The code solves the Vlasov-
Maxwell system of equations for both ions and electrons
using the implicit moment method [39–41]. We assume a
setup identical toDeca et al. [7] and generate cometarywater
ions, and cometary electrons that result from the ionization
of a radially expanding atmosphere.We adopt an outgassing
rate of Q ¼ 1025 s−1, which for 67P translates into a
heliocentric distance of roughly 4.0–4.5 AU [42]. These
choices are in part motivated by our desire to obtain electron
acceleration in a laminar, collisionless regime [43,44], to
minimize the impact of wave dynamics such as observed
closer to the Sun [35,45,46], and to most accurately capture
the effects of the reduced outgassing rate. Solarwind protons
and electrons are injected at the upstream and side bounda-
ries of the computational domain following the algorithm
implemented byDeca et al. [47]. The solar wind protons and
electrons are sampled from a (drifting) Maxwellian distri-
bution assuming 64 computational particles per cell per
species initially. The number of computational particles
injected representing the cometary species is scaled accord-
ingly. An overview of all simulation and plasma parameters
is given in Table I. In the remainder of this Letter only time-
averaged results are shown, computed by taking the mean
output over 10 000 computational cycles (0.45 s) after the
simulated system has reached steady state.
The GOL, equivalent to a massless electron equation of

motion, provides a useful approximation of the electric field,
E, in the plasma frame of reference (here the comet frame) in
terms of the magnetic field,B, the ion mean velocity, ui, the

FIG. 1. Illustration of the solar wind interaction with a weakly outgassing comet representative of 67P/Churyumov-Gerasimenko at a
heliocentric distance of 4.0–4.5 AU. For each simulated species, velocity streamlines representative of its dynamics are plotted. The
various isovolumes represent where the respective components of the generalised Ohm’s law are significant with respect to the four-fluid
behavior of the system. The projections represent the total electron density on two perpendicular planes through the center of the
nucleus. Refer to Fig. 2 for exact numbers and scaling.
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current density, j, the plasma total number density, n,
defined as the sum of the solar wind and cometary densities,
n ¼ nsw þ nc, and the electron pressure tensor, Πe, derived
from the electron momentum equation [2]:

E ¼ −ðui ×BÞ þ 1

en
ðj ×BÞ − 1

en
∇ ·Πe; ð1Þ

where e is the electron electric charge. Its limit of validity
assumes (1) typical spatial scales, λ, much larger than the
electron inertial length, de, and the electron Debye length,
λD;e, such that quasineutrality is satisfied (λ ≫ λD;e; de), and
(2) typical frequencies, ω, much smaller than the electron
plasma frequency, ωpl;e, and the electron gyrofrequency,
ωcy;e, (ω ≪ ωcy;e ≪ ωpl;e). The electric field is then com-
posed of the convective electric field (associatedwith the ion
motion, ui), the Hall electric field (associated with the ion-
electron dynamical decoupling), and the ambipolar electric
field (providing the main contribution to the parallel electric
field), respectively. The contribution to the electric field
that is associated with the electron inertia is omitted here,
but included in the discussion below. In addition, the
GOL [Eq. (1)] is formally modified due to mass loading.
The contribution of the latter, however, is negligible in the
cometary environment simulated here. To compute Eq. (1)
we make use of the macroparticle positions, charges, and
velocities to obtain the moments (density, mean velocity,
and the nine pressure tensor components) for each species.
After ensuring that charge neutrality is maintained (account-
ing for both solar wind and cometary plasma), we derive the
total ion velocity, the total charge current and the total
electron pressure tensor to retrieve the different terms that
would appear in a GOL.

TABLE I. Overview of the plasma parameters and setup of the
computational domain. The subscripts “e, sw” and “e, c”
represent solar wind and cometary electron quantities, respec-
tively, and “p, sw” and “p, c” represent solar wind proton and
cometary ion quantities, respectively. ωpl;e is the upstream
electron plasma frequency.

Plasma parameters

Te;sw [eV] 10 ne;sw [cm−3] 1
Tp;sw [eV] 7 np;sw [cm−3] 1
Te;c [eV] 10 vsw [km s−1] 400
Tp;c [eV] 0.026 ωpl;e [rad s−1] 13165
mp;sw=me;sw 100 BIMF [nT] 6
mp;c=mp;sw 20 Q [s−1] 1025

Simulation setup

Domain size [km3] 3200 × 2200 × 2200
Resolution [km3] 10 × 10 × 10
Time step 4.5 × 10−5

FIG. 2. 2D profiles of electric fields, normalized to
vsw ×BIMF ¼ 2.4 mV=m, along the plane through the cometary
nucleus and the direction parallel (left panels) and perpendicular
(right panels) to the upstream interplanetary magnetic field. (a,b)
Total electric field; (c), (d) ion convective electric field; (e),
(f) electron convective electric field; (g), (h) Hall electric field; (i),
(j) ambipolar electric field; (k), (l) electron inertial term; (m), (n)
residual field. Note, the colors in panels (k), (l), (m), and (n) are
scaled by a factor of 5 with respect to the other panels.
The coordinate system is cometocentric with the þx direction
along the solar wind flow and the þy direction along the
interplanetary magnetic field. With exception of panel m,
the left-hand panels include also field lines representative of
the magnetic topology.

PHYSICAL REVIEW LETTERS 123, 055101 (2019)

055101-3



The magnitudes of the different terms of Eq. (1) are
shown in Fig. 2 along the plane containing the cometary
nucleus and the direction parallel (left column) and
perpendicular (right column) to the upstream interplan-
etary magnetic field. Also included in the figure are the
convective electric field generated by the solar wind and
cometary electron species combined, and the residual
after subtracting the contributions from the electron
inertia and all right-hand side terms of Eq. (1) from the
total simulated electric field. Upstream and away from
the interaction region, the total electric field [Figs. 2(a)
and 2(b)] is dominated by the convective term generated
by the motion of the solar wind protons and the cometary
water ions in the comet frame [Figs. 2(c) and 2(d)]. Closer
to the cometary nucleus the situation becomes more
complex. As the solar wind plasma becomes more and
more mass loaded by cold cometary ions and the solar
wind protons are deflected perpendicular to the magnetic
field and away from the cometary nucleus [7,48], the ions
decouple from the magnetic field while the electrons
remain frozen in [Figs. 2(e) and 2(f)]. The dark red
shading in the upper right corner of Fig. 2(f) corresponds
to the region where the cometary electrons are picked
up (see also Fig. 1), creating an electron current that
induces the magnetic field pileup upstream of the com-
etary nucleus [14]. The difference between the ion and
electron convective electric fields is the Hall electric field
[Figs. 2(g) and 2(h)].
Two more significant regions are noticeable in the total

electric field: (1) an area where the electric field magnitude
strongly drops, corresponding to the location upstream of
the nucleus where the solar wind electrons couple most
effectively with the cometary ions, and (2) a banana-shaped
region just downstream of the cometary nucleus where the
Hall electric field is most pronounced, serving to redirect
the solar wind electrons into following the cometary ions
through their pickup process. Both regions are most clearly
seen in Fig. 2(b).
In the regions where the electron pressure gradient

dominates a strong ambipolar electric field is present, e.g.,
near the outgassing cometary nucleus [43,44,49]. Here the
electric field can dowork and accelerate electrons parallel to
the magnetic field towards the comet [Figs. 2(i) and 2(j)].
Hence, providing further evidence that the ambipolar
electric field generates the suprathermal electron population
close to the comet [7,43,44]. Note that the analysis presented
here cannot exclude an extra electron acceleration source
through lower-hybrid waves [50]. In addition, in the
perpendicular direction [Fig. 2(j)], a symmetric structure
is not expected because of the near-comet cross-field
acceleration, i.e., the beginning of the pickup process.
We find that the role of the electron inertia in the time-

averaged electric field [ðme=eÞ∇ · ðueueÞ, neglected in
Eq. (1)] has a negligible contribution in the balance
of the total electric field close to the cometary nucleus

[Fig. 2(k)]. On the other hand, it may play a limited role at
the inner edge of the region where the solar wind ions are
deflected [Fig. 2(l)]. Splitting up the pressure tensor in its
diagonal and nondiagonal components (not shown here),
the nondiagonal contribution to the electron pressure tensor
(i.e., the electron gyroviscosity, typically described by an
artificial viscous term in electron fluid models) is entirely
localized downstream of the comet and bound to the XZ
plane perpendicular to the magnetic field. This narrow area
corresponds to the region of space characterized by strong
electron velocity shears.
Finally, when evaluating the residual electric field, no

structures above the simulation noise level are present
[Figs. 2(m) and 2(n)], confirming that the assumptions
made to derive the GOL are valid at the comet, at least at the
assumed spatial and frequency scales. Note that in case a
realistic ion-electron mass ratio is adopted, the residual
component would be even smaller. Hence, the observed
(already negligible) contribution can be considered an
upper limit. The GOL constructed here describes well
the physical processes and the electron dynamics at play in
the solar wind interaction with a weakly outgassing comet
at steady state. Note that the further away from the
cometary nucleus, and hence from the region where
electron kinetics dominates, the better the classic GOL
approximation becomes. This justifies, as expected, the use
of reduced models for large scale descriptions.
Now that the validity of the GOL [Eq. (1)] has been

verified using self-consistent fully kinetic simulations, we
concentrate on the only remaining term that carries infor-
mation on the electron kinetic evolution through the
properties of the electron pressure tensor, namely the
ambipolar electric field. In particular, we look for a simple
equivalent polytropic closure in the cometary environment
that could mimic the mixed cometary and solar wind
electron behavior (Fig. 3). We find that the cometary
electrons exhibit an apparent isotropic and almost iso-
thermal behavior. The latter is a signature of the steady-
state ionization of the expanding cometary ionosphere that
creates charged particles characterized by the same initial
averaged energy (assumed in the model). The solar wind
electrons, on the other hand, exhibit an anisotropic and
apparent polytropic behavior. The perpendicular polytropic
index measures γe;⊥ ≃ 1.27, while the parallel polytropic
index reveals a knee close to the value of the upstream solar
wind density (n ≃ 1 km s−1), where γe;k ≃ 1.2 (respectively
1.62) at lower (respectively higher) densities, implying an
electron pressure anisotropy. Note that to have different
adiabatic indexes between parallel and perpendicular pres-
sures implies the generation of pressure anisotropies
through compression or depression, which are themselves
a source of free energy for plasma instabilities to develop.
The deviation from polytropic behavior concentrates in the
inner coma region (cometary ionosphere). It can be well
described by a double adiabatic compression [3] of the
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perpendicular pressure [Fig. 3(b)]. The parallel electron
pressure is not adiabatic [Fig. 3(d)] as a consequence of the
parallel electron acceleration in the close plasma environ-
ment of a comet [7,49].
The above considerations need to be included for an

accurate representation of Πe when constructing a GOL for
a more restrictive computational approach. Figure 4 quan-
tifies the error made [Figs. 4(e) and 4(f)] when character-
izing the electron pressure tensor by a single temperature
[Figs. 4(c) and 4(d)], here computed using the trace of Πe,
or in other words, by neglecting both the off-diagonal and
parallel or perpendicular information of the two simulated
electron species. Figures 4(a) and 4(b) correspond to
Figs. 2(i) and 2(j). Near the nucleus, i.e., in the electron
trapping region that is responsible for the generation of the
suprathermal electron distributions [7,22,49], Figs. 4(e) and
4(f) reveal differences up to 50% between the full and
simplified electron pressure tensor. This is particularly
prevalent downstream of the nucleus where the cometary
electron pickup process dominates. The correct represen-
tation of the ambipolar electric field is crucial for electron
acceleration [43,44] and, hence, not doing so might result
in a misleading description of the electron dynamics.
Interestingly, Giotto electron and magnetic field

measurements from its flyby of comet 1P/Halley [51,52]
showed a similar perpendicular polytropic index
(γ⊥ ∼ 1.3). A significantly smaller value was found,
however, for the parallel one (γk ∼ 0.55), indicative of a
more efficient electron cooling mechanism during wave

compression. Note that these observations correspond to
suprathermal electrons with energies ranging from 30 to
80 eV, while the mean solar wind and cometary electron
energy measured approximately 10 eV.
To conclude, in this Letter, we have simulated the solar

wind interaction with a weakly outgassing comet and
computed the terms of a GOL directly from the complete
electron dynamics of the simulation. The relative impor-
tance of each of these terms has allowed us to isolate the
driving physics in the various regions of the cometary
plasma environment, rather than assuming it. We find that
close to the outgassing nucleus the electron pressure
gradient dominates, and that at subion scales the total
electric field is a superposition of the solar wind convective
electric field and the ambipolar electric field. The contri-
butions to the electric field from the electron inertia and
mass loading of the solar wind are both negligible. Most
importantly, we have shown for a weakly outgassing object
that a GOL and the associated electron equation of motion
can be applied as long as the full electron pressure tensor is
considered to describe the complex electron dynamics of a
multispecies plasma environment.

FIG. 3. Electron pressures in the near-cometary environment as
a function of the electron number density for (a) the solar wind
and (c) the cometary electrons. (b), (d) The adiabatic invariants
calculated in a 50 km radius around the nucleus [3] as a function
of the electron number density. Note that this radius has been
selected empirically in order to most clearly show the influence of
the cometary interaction. Each dot in the scatter plots represents
one computational cell. The parallel electron pressure is colored
red, the perpendicular electron pressure blue. The slope of the
best linear fit through the respective population is indicated as
well using the complementary color.

FIG. 4. 2D profiles of the ambipolar electric field, normalized
to vsw × BIMF ¼ 2.4 mV=m, along the plane through the
cometary nucleus and the direction parallel (left panels) and
perpendicular (right panels) to the upstream interplanetary
magnetic field. (a), (b) Ambipolar electric field computed using
the total electron pressure tensor, corresponding to Figs. 2(i) and
2(j); (c), (d) ambipolar electric field computed using the trace of
the total electron pressure tensor; (e), (f) difference between the
panels above [(c) minus (a), (d) minus (b)]. The coordinate
system is cometocentric with the þx direction along the solar
wind flow and the þy direction along the interplanetary magnetic
field. The left-hand panels include also field lines representative
of the magnetic topology.
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The comparison of our simulations with the limitation of
a GOL approximation and the derived polytropic indices
deliver compelling information for a wide range of model-
ing approaches where a self-consistent treatment of the
electron dynamics is unfeasible. By averaging the simu-
lation output over time, we have effectively removed wave
dynamics and, hence, the polytropic indices deduced here
provide an effective electron closure at low frequencies.
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