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We report charge transfer and built-in electric fields across the epitaxial SrNbxTi1−xO3−δ=Sið001Þ
interface. Electrical transport measurements indicate the formation of a hole gas in the Si and the presence
of built-in fields. Hard x-ray photoelectron measurements reveal pronounced asymmetries in core-level
spectra that arise from these built-in fields. Theoretical analysis of core-level spectra enables built-in fields
and the resulting band bending to be spatially mapped across the heterojunction. The demonstration of
tunable charge transfer, built-in fields, and the spatial mapping of the latter, lays the groundwork for the
development of electrically coupled, functional heterojunctions.
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Charge transfer across semiconductor heterojunctions
and the electric fields that arise therefrom underpin the
functionality of virtually all semiconductor devices, such as
transistors, solar cells, light emitting diodes, and semi-
conductor-based lasers. The p-n junction is the most
ubiquitous building block for such devices [1]. Other
examples include isotype (e.g., n-n) and doped-intrinsic
heterojunctions, the latter of which have led to fundamental
discoveries, such as the fractional quantum Hall effect [2].
Charge transfer across heterojunctions has thus had broad
and immense impact.
Advancements in epitaxial growth now enable charge

transfer to be explored across heterojunctions between
crystalline oxides and semiconductors [3]. The resulting
atomically abrupt interfaces enable continuity in the electric
displacement [4–7], which is essential for charge transfer
and the formation of built-in fields. The short electronic
length scales, highly tunable carrier densities, sizable band
offsets, and large temperature-dependent dielectric con-
stants of oxides can give rise to novel electrical behavior
when interfaced with semiconductors. Such hybrid hetero-
junctions could be exploited in applications ranging from
photocatalysis to nanophotonics [8–10]. Despite the ability
to realize epitaxial semiconductor-oxide heterojunctions,
tunable charge transfer and built-in fields have yet to be
demonstrated or studied. Understanding charge transfer and
built-in fields in semiconductor-oxide heterojunctions
presents challenges, as the assumption of rigid band offsets
under doping and other semiclassical approximations that

largely describe conventional heterojunctions may have
limited applicability. Given such challenges, the develop-
ment of techniques to measure built-in fields and band
alignments is also needed.
In this Letter, we demonstrate tunable charge transfer and

built-in fields in a heterojunction comprised of Si and the
archetype oxide semiconductor SrTiO3 [11], in which the
carrier density can be modulated via oxygen vacancies (δ) or
Nb substitution (x), in SrNbxTi1−xO3−δ (SNTO). As in
heterojunctions of conventional semiconductors, charge
transfer and built-in fields can be controlled by tuning
carrier densities. We find that built-in fields and associated
band bending can be induced to form a hole gas in the Si
near room temperature. Hard x-ray photoelectron spectros-
copy (HAXPES) reveals pronounced asymmetric features in
core-level spectra for both SNTO and Si [12]. We show that
analysis of the asymmetries enables built-in fields and band
alignment to be spatially mapped across the interface. The
demonstration of tunable charge transfer, built-in fields, and
mapping of the latter via HAXPES lays the groundwork for
the development of functional semiconductor-oxide hetero-
junctions that are coupled through charge transfer.
Epitaxial 12-nm-thick SNTO films were grown by oxide

MBE on undoped Czochralski-grown Si (001) (see
Supplemental Material [13]). These films are relaxed with
respect to Si for all x, and the lattice parameters increase
with x, as shown in Fig. S1. The interface between the
SNTO and Si is atomically abrupt, as shown in the high-
angle annular dark-field (HAADF) scanning transmission
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electron microscopy (STEM) image of the x ¼ 0.20 het-
erojunction (Fig. 1(e) and Fig. S2).
Signatures of hole gas formation in Si are found in the

sheet (Rs) and Hall (Rxy) resistances. Figure 1(a) shows Rs
for the x ¼ 0, 0.084, 0.20, and 0.60 heterojunctions. At
low temperatures, Rs exhibits insulating behavior (i.e.,
dRs=dT < 0) for x ¼ 0 and progresses to metallic behavior
(dRs=dT > 0) as x increases to 0.60. At high temperatures,
nonmonotonic anomalies are observed from T ∼ 265 to
∼ 280 K (arrows) for the x ¼ 0, 0.084, and 0.20 hetero-
junctions, above which a sharp drop in Rs is observed,
followed by metallic behavior. The anomalies in Rs are
accompanied by nonlinear behavior and a crossover
in the slope of Rxy from negative to positive with increasing
temperature, as shown by the symbols in Fig. 1(b)
[Figs. S3(a) and S3(b)] for the x ¼ 0.20 (x ¼ 0, 0.084)
heterojunction(s).
The nonlinear behavior and crossover in sign of Rxy are

consistent with the emergence of a hole gas in Si near the
interface. To quantify the sheet density and mobility of the
hole gas, we analyze the Rxy data using a two-carrier model
that is parametrized by the sheet carrier densities nh, ne and
mobilities μh, μe of the hole and electron carriers in Si and
SNTO, respectively (see Supplemental Material [13]) [20].
The fits to the Rxy data for the x ¼ 0.20 (x ¼ 0, 0.084)
heterojunction(s) are shown as lines in Fig. 1(b)
(Supplemental Material Figs. S3(a) and S3(b)]. The values

of nh and μh derived from those fits for the x ¼ 0.20 (x ¼ 0,
0.084) heterojunction(s) are shown in Fig. 1(c)
(Supplemental Material Figs. S3(c) and S3(d)]. Hole sheet
densities as high as nh ∼ 3 × 1012 cm−2 are observed for
the x ¼ 0.20 heterojunction at T > 320 K. Consistent with
the bulk hole mobility of Si, an average μh of
∼ 500 cm2V−1 s−1 is derived from the fits. In comparison,
the corresponding values of ne and μe from the SNTO
layers do not vary appreciably over the temperature range
200 < T < 340 K (Supplemental Material Table S1).
Despite nh ≪ ne, the conductivities of the electron and
hole channels are comparable, since μh ≫ μe at ∼ 300 K.
We find that only the SNTO and the hole gas in the near-
surface region of the Si contribute to the conductivity, as
fits to theRxy data indicate that conductivity in the bulk of the
Si substrate is negligible (Supplemental Material Fig. S4).
Neither the anomaly in Rs nor the crossover in the slope of
Rxy are present in the x ¼ 0.60 sample. An upper limit to nh
can be placed in the x ¼ 0.60 heterojunction, as fits to the
Rxy data indicate that nh > 2 × 1010 cm−2 is not supported
by the data, as shown in Fig. 1(d).
The emergence of a high-mobility hole gas indicates the

presence of a built-in electric field across the SNTO=Si
interface. We look for signatures of built-in fields using
HAXPES with ∼ 6 keV excitation, for which the probe
depth exceeds the film thickness, enabling electronic
information to be obtained across the buried interface
[21]. Figures 2(a)–2(f) show core-level spectra for x ¼ 0
and 0.20, along with reference spectra for bulk single
crystals of SrNb0.01Ti0.99O3ð001Þ and Si(001). The Nb 3d
and Ti 2p spectra of the heterojunctions show multiple
features indicating formal charges ranging down to zero.
Angle-resolved HAXPES measurements (Supplemental
Material Fig. S5) reveal that the lower valence spectral
features are reduced in intensity relative to the dominant
valence feature as the electron takeoff angle decreases.
Similarly, these features are largely absent in measurements
made at normal emission using a conventional x-ray
photoemission spectroscopy (XPS) system (Supplemental
Material Fig. S6), for which the probe depth is ∼ 3 ×
smaller than in HAXPES at hν ¼ 6 keV. Thus, the lower
valence features arise from Ti and Nb cations near the
interface. We hypothesize that the lower valences arise
from enhanced screening of Ti4þ and Nb5þ from itinerant
electrons that have accumulated near the SNTO=Si inter-
face due to a built-in field.
Evidence for built-in fields is also found in the unprec-

edented asymmetries seen in all heterojunction core-level
spectra, as indicated by arrows in Figs. 2(a) and 2(c)–2(e).
These asymmetries also exhibit a clear dependence on
probe depth as they diminish, as the takeoff angle decreases
in angle-resolved HAXPES measurements (Supplemental
Material Fig. S5) and are absent in spectra measured using
conventional XPS at normal emission (Supplemental
Material Fig. S6). These dependences on probe depth

(a) (b) (d)

(c) (e)

FIG. 1. (a) Rs for various x, showing anomalies (arrows) in the
x ¼ 0, 0.084, and 0.20 heterojunctions. (b) Rxy for the x ¼ 0.20
heterojunction, which exhibits a crossover in sign of the slope.
Data are shown as symbols, while calculated fits to the data are
shown as lines. (c) nh and μh of holes determined from fits of the
Rxy data for the x ¼ 0.20 heterojunction. (d) Rxy for the x ¼ 0.60
heterojunction. (e) HAADF-STEM image of the x ¼ 0.20 het-
erojunction, showing an atomically abrupt interface.
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and the absence of asymmetry in the Ti 2p3=2 spectra
of 12-nm-thick x ¼ 0 and 0.10 films grown under identical
conditions on LSAT(001) (Supplemental Material Fig. S7),
or in bulk crystals of similar carrier concentration [22],
indicate that the asymmetry is not due to shakeup [23].
For Si 2p, an asymmetry to lower binding energy is
observed [Fig. 2(f)], reminiscent of Ti silicide [24].
However, HAADF-STEM imaging does not show any
interfacial Ti silicide whatsoever [Fig. 1(e) and
Supplemental Material Fig. S2].
Capitalizing on the large probe depth of HAXPES near

normal emission, we show that the asymmetric features in
the SNTO and Si spectra are consistent with built-in fields
and that spatial variations of these fields can be extracted
from these data. To probe the connection between built-in
electric fields and peak asymmetries, we model Si 2p and
Ti 2p spectra for x ¼ 0 and 0.20 (i.e., SrNbxTi1−xO3−δ=Si)
using sums of spectra taken from pure, bulk crystals that are
minimally affected by surface core-level shifts and band
bending (Supplemental Material Fig. S8). To make the Ti
2p fitting tractable, we fit the heterojunction spectra and
subtract all contributions due to valences other than 4þ in
the 2p3=2 branch and its asymmetry to higher binding
energy [Fig. 2(b)]. The appropriate reference spectrum is
assigned to each layer within the probe depth. All inten-
sities are attenuated according to depth (z) using an
inelastic damping factor of the form expð−z=λÞ in which

λ is the attenuation length, estimated to be λ ∼ 7 nm in Si
and ∼ 6 nm in SrTiO3 [21]. A built-in electric field will
shift the binding energies of all layers as illustrated
schematically in Supplemental Material Fig. S9. The
heterojunction spectra are then fit to sums of reference
spectra over all layers by optimizing the layer-resolved
binding energies.
The fitting starts by assigning randomly generated

binding energies to all layers [21]. These energies are
sorted and reassigned to the layers so the binding energy at
maximum intensity, εmaxðjÞ, is a monotonic function of
depth. This peak binding energy set fεmaxðjÞg is a measure
of the band-edge profile because core-level binding ener-
gies, like valence band maxima (VBMs), scale linearly with
electrostatic potential. The spectra were then summed to
generate a trial simulated heterojunction spectrum IsimðεÞ.
Optimization of the binding energies ε proceeds so as to
minimize a cost function, defined as

χ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n

X

n

i¼1

½IexpðεiÞ − IsimðεiÞ�2
s

þ p
X

m

j¼1

½εkmaxðjÞ − εkmaxðjþ 1Þ�2: ð1Þ

The first term quantifies the goodness of the fit between the
measured and simulated spectra. The second term is
designed to minimize discontinuities in the potential
gradient with depth. The weighting factor p is included
to scale the influence of the gradient continuity condition
relative to that of the spectral fit. The binding energies are
then subjected to incremental random changes and reorder-
ing. The process is repeated until χ is minimized. The
superscript k in Eq. (1) indicates the order of differences
between the values of the peak binding energies. The value
k ¼ 0 corresponds to the peak binding energies proper,
whereas k ¼ 1 corresponds to first differences, e.g.,
ε1maxðjÞ ¼ εmaxðjÞ − εmaxðjþ 1Þ, and so on. Here k ¼ 2
is used. The two terms in Eq. (1) are coupled. That is,
increasing parameter p leads to a smoother potential profile
but also to a less good fit of the simulated spectrum to
experiment. We thus capped p so that the first term does not
exceed 0.005 for Si 2p. The same set of k and p parameters
led to the first term being < 0.007 for Ti 2p.
The asymmetric line shapes for both Ti 2p3=2 and Si 2p

angle integrated are well reproduced by our fitting for both
x ¼ 0 and x ¼ 0.20, as seen in Figs. 3(a) and 3(c). For
Si 2p, 350 Si layers were included in the model and the
potential was varied in the first 220. The contributions from
deeper levels decrease exponentially and we did not observe
any improvement in the quality of the Si 2p fit form≳ 220.
All 31 Ti-containing layers were included and optimized for
the x ¼ 0 and 0.20 films. The best-fit layer-resolved spectra
are shown as contour plots on the left side and the sums over
layers are overlaid with the heterojunction spectra on the
right side. The fits are excellent in both cases.

x = 0.20 SNTO/Si
x = 0 SNTO/Si

single crystal 
SrNb0.01Ti0.99O3(001) or Si(001)

(f) Si 2p

101 100 99 98

(d) O 1s

532 530 528

(a) Ti 2p

468 464 460 456 452

(e) Sr 3d

136 134 132

(b) Ti 2p
x = 0

465 460 455 212 208 204 200

(c) Nb 3d

Binding Energy Relative to EF (eV)

Binding Energy Relative to EF (eV)

FIG. 2. (a)–(f) Ti 2p, Nb 3d, O 1s, Sr 3d, Si 2p spectra from
SNTO=Si x ¼ 0.20 (red) and x ¼ 0 (blue) heterojunctions.
Spectra from a 1 at.% Nb-doped STO(001) single crystal and
Si(100) substrate are also shown (green) for comparison. The Ti
2p spectra exhibit oxidation states of 0 − 4þ as shown by fits in
(b). Also, note the asymmetric features observed in the core-level
spectra from the heterojunctions (arrows) that are not present in
the spectra of bulk substrates.
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This fitting procedure yields a spatial map of the band
bending across the x ¼ 0 and 0.20 SNTO=Si heterojunc-
tions. In Figs. 3(b) and 3(d) we show the valence (EV) and
conduction (EC) band-edge energies as a function of
distance from the interface, as extracted from the fits
shown in Figs. 3(a) and 3(c). For both Si and SNTO,
the valence band-edge relative to the Fermi level is given by
EVðzÞ ¼ ECLðzÞ − ðECL − EVÞref (Fig. S10(a)). Here
ECLðzÞ is the core-level binding energy vs z and
ðECL − EVÞref is the energy difference between the same
core-level binding energy and the valence band maximum
measured for the pure reference material (values given
below). The conduction band (CB) edge is given by
EVðzÞ − Eg, where Eg is the band gap. The Si bands bend
upward as the interface is approached, terminating with the
VBM being very close to the Fermi level at the interface,
thereby accommodating a hole gas, consistent with the Hall
data. The bands on the SNTO sides of the two hetero-
junctions also bend upward, moving away from the inter-
face, but with a smaller gradient compared to the Si side.

These potential profiles are in excellent agreement
with those extracted from angle-resolved HAXPES
(Supplemental Material Figs. S5 and S11–S13).
The hole gas and built-in fields arise from the interplay

of three phenomena, namely, n-type oxygen impurities in
the near-surface region of the Si, a type-III band alignment,
and surface depletion in the SNTO. Though nominally
undoped, time-of-flight secondary ion-mass spectroscopy
(SIMS) reveals heavy oxygen impurity content (up to
∼ 1021 cm−3) in the near-surface region of the Si wafer,
as shown in Supplemental Material Fig. S14 (red).
Czochralski-grown Si inherently has oxygen impurities
that can diffuse at elevated temperatures and become n-type
donors in nominally undoped wafers [25]. Thus, the
SNTO=Si heterojunctions are of the isotype variety.
The n-type donors become depleted in the presence of a

type-III band arrangement [26], as shown in Figs. 3(b) and
3(d). The valence band offset can be expressed as ΔEV¼
ðΔETi2p3=2−Si2p3=2ÞintþðESi2p3=2−EVÞSi−ðETi2p3=2−EVÞSNTO.
Here, ðΔETi2p3=2−Si2p3=2Þint is the difference between

(a) (c)

(b) (d)

FIG. 3. (a) [(c)] Contour intensity plots of layer-resolved Si 2p and Ti 2p3=2 spectra vs distance from the interface resulting from fitting
the spectra from the x ¼ 0 (x ¼ 0.20) SNTO=Si heterojunction that takes into account built-in fields. Overlays of the sums of all spectra
shown in (a) [(c)] to the experimental heterojunction spectra for the x ¼ 0 (x ¼ 0.20) heterojunction are on the right. (b) [(d)] Band edge
profiles for the x ¼ 0 (x ¼ 0.20) SNTO=Si heterojunction taken from the fits shown in (a) [(c)]. The conduction band-edge profiles are
simply the valence band-edge profiles less the band gap for the appropriate material.
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Si 2p3=2 and Ti 2p3=2 binding energies directly at the
interface, and the second two terms are the differences
between core-level binding energies and the VBMs for
each reference material, 98.54(4) eV for Si 2p3=2 in Si(001)
and 455.74(4) eV for Ti 2p3=2 in STO(001). When
combined with ðΔETi2p3=2−Si2p3=2Þint ¼ 461.13ð14Þ−
98.47ð6Þ ¼ 362.66ð15Þ eV, these numbers yield VBM
values of 5.46(16) eV for x ¼ 0 and 4.86(16) eV for
x ¼ 0.20. The CB offset (ΔEC) is given by ΔEV − ΔEg ¼
3.33ð16Þ eV for x ¼ 0 and 2.74(16) for x ¼ 0.20, where
ΔEg is the difference in bulk band gaps for SNTO and Si.
Valence band measurements (Supplemental Material
Fig. S10) indicate that these SNTO films exhibit the band
gap of bulk SrTiO3. This type-III or broken-gap alignment
enables electrons in the valence band of Si to transfer to the
SNTO conduction band, creating a hole gas in Si.
Fits to the HAXPES spectra also reveal upward band

bending near the SNTO surfaces consistent with surface
depletion [Figs. 3(b) and 3(d)] [27]. The field induced by
surface depletion propagates towards the interface and
appears to be coupled to the field associated with the hole
gas in Si. If the fields associated with surface depletion and
hole gas are coupled, increasing either the thickness or
carrier density of the SNTO layer could weaken the
coupling, leading to a decrease in nh. Indeed, transport
measurements corroborate this picture, as we find that nh
decreases or disappears with increasing thickness or carrier
density of the SNTO layer. Supplemental Material
Figs. S15(a) and S15(b) show Rs and Rxy data, respectively,
for a x ¼ 0.20 heterojunction that is 8-nm thicker than the
corresponding 12-nm-thick x ¼ 0.20 sample considered
above [Figs. 1(a) and 1(b)]. The maximum in nh with
temperature becomes nearly 10 × smaller with increased
thickness, as shown in Supplemental Material Fig. S15(c).
Similarly, the hole gas is absent in the x ¼ 0.60 hetero-
junction [Fig. 1(d)], which has the highest carrier density of
the SNTO layers.
To quantitatively corroborate the band-edge profiles

obtained from our HAXPES analysis, we model potential
profiles in SNTO and Si for the x ¼ 0 heterojunction based
on the information provided by Hall and SIMS (see
Supplemental Material [13]). For the x ¼ 0 SNTO layer,
the band profile and ∼ 2 V potential drop determined from
HAXPES are consistent with those obtained by self-
consistently solving coupled Poisson and Schrödinger
equations (Supplemental Material Fig. S16) [28]. Indeed,
a high-density electron gas in the SNTO is predicted to arise
near the interface, which accounts for the lower valence
spectral features we observe (Fig. 2). Hall measurements
indicate some of the carriers become localized with lower
temperature (Supplemental Material Fig. S17), which gives
rise to upturns observed in Rs [Fig. 1(a)]. For Si, the band
profile derived from HAXPES matches well with the profile
expected from the oxygen impurity distribution obtained
from SIMS (Supplemental Material Figs. S18 and S19).

Our model thus establishes mutual consistency between
three independent experimental techniques.
Owing to the properties of oxides, our SNTO=Si

heterojunctions exhibit phenomena not typically observed
in conventional semiconductor heterojunctions. The type-III
band arrangement per se is uncommon. Yet more intriguing,
the band arrangement is altered with carrier density, as
undoped SrTiO3 on Si exhibits a type-II arrangement [29].
This behavior stems from the ability to significantly alter
carrier density or introduce oxygen vacancies, which in
turn may affect work functions [30]. Also, we suspect the
increase of ϵSNTOðTÞ with decreasing temperature gives
rise to enhanced screening of ionized donors, which has
the effect of pushing the n-type carriers of SNTO into the Si,
thereby making the formation of the hole gas temperature
dependent [27,31]. By understanding how these and other
properties of oxides affect charge transfer and built-in fields,
novel functional heterojunctions can be realized.
In summary, we report tunable charge transfer, built-in

fields, and mapping of the latter via HAXPES in semi-
conductor-crystalline oxide heterojunctions. We note that
techniques of band gap engineering have been adapted to
control band alignments at semiconductor-crystalline oxide
interfaces [32]. Control of both carrier density, as demon-
strated here, and band alignment could enable charge
transfer and built-in fields to be engineered across semi-
conductor-oxide heterojunctions, akin to heterojunctions
comprised of III–V semiconductors.
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