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We present evidence, from theory and experiment, that ZnSnN2 and MgSnN2 can be used to match the
band gap of InGaN without alloying—by exploiting cation disorder in a controlled fashion. We base this on
the determination of S, the long-range order parameter of the cation sublattice, for a series of epitaxial thin
films of ZnSnN2 and MgSnN2 using three different techniques: x-ray diffraction, Raman spectroscopy, and
in situ electron diffraction. We observe a linear relationship between S2 and the optical band gap of both
ZnSnN2 (1.12–1.98 eV) and MgSnN2 (1.87–3.43 eV). The results clearly demonstrate the correlation
between controlled heterovalent cation ordering and the optical band gap, which applies to a broad group of
emerging ternary heterovalent compounds and has implications for similar trends in other material
properties besides the band gap.
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Growing concern regarding the future supply of indium
and gallium is fueling the search for new semiconductors
capable of serving as suitable alternatives to existing
materials [1,2]. Given the pervasiveness of the III-nitride
family, especially in visible and short-wavelength opto-
electronic device applications, analogous indium- and
gallium-free compounds with band gap energies in the
range of ∼1.5–3.5 eV are of key interest. From both
economic and ecological perspectives, semiconductor com-
pounds based on Zn, Mg, and Sn are extremely attractive:
These three metals are significantly less expensive than In
and Ga, they benefit from a mature recycling infrastructure
[3], and Zn and Mg are considered earth-abundant ele-
ments. ZnSnN2 and MgSnN2, both ternary heterovalent
semiconductors, represent potentially viable replacements
for commercially important GaxIn1−xN alloys. Recently,
ZnSnN2 has begun to attract interest as an earth-abundant
element semiconductor with potential for photovoltaic
device applications [4–9]. At the opposite end of the
optical spectrum, MgSnN2—the synthesis of which has

not previously been reported—is predicted to have a band
gap of 3.43 eV and, thus, represents a potential sustainably
sourced semiconductor alternative to GaN for light-emit-
ting diodes and other device applications [10,11].
Compared to their binary analogs, ternary heterovalent

semiconductors, such as ZnSnN2 and MgSnN2, have an
additional degree of freedom accessible through the sym-
metry of the cation sublattice, which can be quantified by
an order parameter, S. With a perfectly ordered cation
sublattice, i.e., the respective column-II and Sn atoms
occupying their equilibrium positions (S ¼ 1), ZnSnN2

and MgSnN2 belong to the Pna21 space group. At the
opposite extreme (S ¼ 0), where each cation site is popu-
lated by either the respective column-II or Sn atom with
equal probability, the unit cell experiences a reduction in
volume and a corresponding increase in symmetry—and
the orthorhombic superlattice is reduced to the underlying
wurtzite structure. Between these two end points, the lattice
can be viewed as a mixture of the orthorhombic and
wurtzite structures. The change in the local bonding

PHYSICAL REVIEW LETTERS 122, 256403 (2019)

0031-9007=19=122(25)=256403(6) 256403-1 © 2019 American Physical Society

https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.122.256403&domain=pdf&date_stamp=2019-06-27
https://doi.org/10.1103/PhysRevLett.122.256403
https://doi.org/10.1103/PhysRevLett.122.256403
https://doi.org/10.1103/PhysRevLett.122.256403
https://doi.org/10.1103/PhysRevLett.122.256403


environment caused by disorder has previously been
shown, in the case of heterovalent materials, to cause a
variation of the band gap [12], albeit modest in those cases,
which has been treated as an anomaly rather than a method
of band gap engineering.
In this Letter, we present theoretical and experimental

evidence that by exploiting cation ordering in a controlled
fashion we obtain unprecedented band gap variations (on
the order of 1 eV) for these two II-IV-N2 compounds.
Furthermore, the range of band gap variation matches that
of InGaN without the need for alloying. We detail the
methodology for quantifying the degree of cation sublattice
ordering through three independent techniques and dem-
onstrate that it is strongly correlated to the band gap. These
techniques, along with the control of the band gap through
the ordering of the cation sublattice, apply not only to these
two materials, but to the larger class of ternary heterovalent
materials currently being investigated such as perovskites
and chalcopyrites [13–19]. Additionally, we propose that
other material characteristics, such as thermal conductivity
and nonlinear optical properties, may also show a similar
dependence on the order parameter, opening new routes to
designing enhanced-performance materials.
Historically, disorder-order transformations in binary

material systems are well-studied phenomena, dating back
to the case of CuAu3 [20–22]. The most common method
for quantifying the degree of ordering is the long-range
order parameter S, defined as S ¼ rα þ rβ − 1, where, in
this case, rα is the fraction of column-II sites occupied by
column-II atoms and rβ is the fraction of Sn sites occupied
by Sn atoms [23]. Since the samples in this study are
stoichiometric, the fraction of Sn on Zn (or Mg) sites must
be equal to the fraction of Zn (or Mg) on Sn sites, and, thus,
rα ¼ rβ ≡ r. Experimentally, S is most often determined
with x-ray diffraction measurements through the relative
intensity of superlattice reflections whose structure factors
depend upon S.
To explore the influence of the cation sublattice ordering

on the band gap, we varied growth parameters (using
plasma-assisted molecular beam epitaxy) over a series of
six stoichiometric thin films, each, of ZnSnN2 andMgSnN2

on yttria-stabilized zirconia substrates [9,24]. Figure 1
shows the θ–2θ plots for the six ZnSnN2 films, where
the (002) fundamental reflection and the (210) superlattice
reflection have been labeled. Based on the relative inten-
sities of the (002) and (210) reflections, Fig. 1 demonstrates
that we were able to obtain films with cation sublattice
ordering ranging from almost completely ordered to highly
disordered.
Calculating S2 for a ternary material from θ–2θ plots

differs slightly from the binary case. The structure factor of
the ternary material will include contributions from the
anions, which are independent of the ordering of the cation
sublattice. Thus, the magnitude of the structure factor for
a superlattice peak in a ternary material has the form

jFhklj ¼ ASþ B, where A is a constant depending on the
x-ray scattering factors of the Zn and Sn atoms and B is a
constant depending on the x-ray scattering factor of nitro-
gen. For ZnSnN2, the (210) structure factor was determined
to be jF210j ¼ 37.36Sþ 4.32 by performing a linear fit to
the jF210j value calculated using VESTA for a range of S
values [26]. The order parameter of the samples can then be
determined by

jF210j2 ¼
E210F2

002

h
1þcos22θ002
2 sin 2θ002

i
e−2M002

E002

h
1þcos22θ210
2 sin 2θ210

i
e−2M210

; ð1Þ

where E210 is the integrated intensity of the (210) peak,
E002 is the integrated intensity of the (002) peak, F002 is the
structure factor for the (002) reflection, 2θ002 and 2θ210 are
the scattering angles for the (002) and (210) reflections,
respectively, and M210 and M002 are the thermal correction
factors for the (210) and (002) reflections, respectively
[20,21,23]. Consequently, S2 for the series of films varies
from 0.95 to 0.07, which is consistent with tuning between
the ordered orthorhombic structure and the disordered
wurtzite structure, respectively.
The shift in structure of a ternary heterovalent compound

brought on by the disorder of the cation sublattice as
observed in x-ray diffraction is also expected to manifest
itself in the Raman spectra of ZnSnN2. Orthorhombic
ZnSnN2 and MgSnN2 both belong to space group C9

2v.
Thus, according to the correlation method, orthorhombic
ZnSnN2 and MgSnN2 each have 45 fundamental Raman
active modes originating from the four Raman active
phonon modes (a1, a2, b1, and b2) per atom type [27].
The Pna21 features are most prominent in Figs. 2(b)
and 2(d) [28]. The wurtzite unit cells are in space group
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FIG. 1. θ–2θ plots (labeled with the film S2 value) for six
ZnSnN2 films showing the ZnSnN2 (002) and (210) peaks with
the substrate peak subtracted. The x-ray diffraction measurements
showed no evidence of secondary phases [25].
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C4
6v and have two C3vð2Þ site symmetries, and so wurtzite

structures have six fundamental Raman active modes
originating from the three Raman active phonon modes
(A1, E1, and E2) per atom type (N and column-II or Sn)
[27]. The wurtzite unit cell features are most readily
identified in the spectrum with S2 of 0.07 in Fig. 2(a)
for ZnSnN2 and in the spectra with an S2 of 0.45 in Fig. 2(c)
for MgSnN2. For partially ordered cation sublattices, a
mixture of the modes is expected as has been observed in
the closely related material ZnGeN2 [29]. Figure 2(a)
shows spectra for the ZnSnN2 films that display such a
mixture of orthorhombic and wurtzite peaks.
Following the treatment of Loveluck and Sokoloff for the

optical properties of phonon systems with disordered force
constants, the Raman spectrum in the lattice region of a
partially disordered solid may be written as the sum of the
first-order Raman spectrum times S2 and ð1 − S2Þ times the
Raman spectrum of the disordered spectrum [30,31]. Thus,
the order parameters for the films can be found iteratively
using a ratio of the integrated intensities of peaks in pairs of
samples:

J1;S¼1

J2;S¼1

¼ S21
S22

;
J1;S¼0

J2;S¼0

¼ 1 − S21
1 − S22

; ð2Þ

where J represents integrated intensities of the denoted
peak and Sn terms correspond to the order parameter of the
associated film. The ordered peak near 70 cm−1 and the
disordered peak near 100 cm−1 were used to calculate S for
the ZnSnN2 films. The ordered peak near 150 cm−1 and the
disordered peak near 100 cm−1 were used to calculate S for
the MgSnN2 samples. The S values determined by Raman
spectroscopy agree to within two decimal places with the
values determined via x-ray diffraction (Table I).
S can also be determined through reflection high-energy

electron diffraction (RHEED). From x-ray diffraction, we
know the ZnSnN2 films have a mixture of two domains
present, as evidenced by the presence of both the (002) and

(210) reflections, and have seen similar evidence in x-ray
diffraction data for MgSnN2. Similar to the (002) x-ray
diffraction reflection, the (001) RHEED structure factors
for both ZnSnN2 and MgSnN2 are independent of the
degree of ordering of the cation sublattice. Because of the
similarities of the (210) and (001) planes, the [12̄0]
direction is an axis of symmetry in both the (210) and
(001) planes, which results in a superposition of the two
RHEED patterns along [12̄0]. From the kinematic RHEED
theory, the integrated intensity of a RHEED streak is the
product of the initial beam conditions and the structure
factor [32]. Thus, the order parameter for a film can be
calculated using jF210j2 ¼ ðE210jF001j2Þ=E001, where E210

and E001 are the integrated intensity along a (210) and (001)
pattern feature, respectively. For calculating the order
parameter, the streak profile was taken along the (00)
feature of the RHEED pattern and two peaks were fitted
(Fig. 3). The order parameters extracted in this manner,
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FIG. 2. Measured nonpolarized Raman spectra of ZnSnN2 [(a),
(b)] and MgSnN2 films [(c),(d)].

TABLE I. S2 values and the average r values determined using
x-ray diffraction, Raman spectroscopy, and RHEED for ZnSnN2

and MgSnN2.

Film X ray Raman RHEED r

WPI-90 (ZSN) 0.23 0.23 0.22 0.74
WPI-91 (ZSN) 0.07 0.07 0.07 0.63
WPI-92 (ZSN) 0.61 0.61 0.59 0.89
WPI-93 (ZSN) 0.21 0.21 0.21 0.73
WPI-94 (ZSN) 0.11 0.11 0.12 0.67
WPI-95 (ZSN) 0.95 0.95 0.95 0.99
WPI-124 (MSN) 0.45 0.45 0.45 0.73
WPI-125 (MSN) 0.73 0.72 0.72 0.86
WPI-126 (MSN) 0.60 0.60 0.60 0.80
WPI-127 (MSN) 0.70 0.70 0.70 0.85
WPI-128 (MSN) 0.94 0.93 0.93 0.97
WPI-129 (MSN) 0.74 0.74 0.74 0.87
WPI-141 (MSN) 0.27 0.27 0.27 0.76

FIG. 3. A representative RHEED image for a ZnSnN2 film
shown as an intensity plot projection, along with the two peaks
(black) calculated by curve fitting the (00) RHEED streak; the
smaller peak is from the (210) plane, and the larger peak is due to
the (001) plane.
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listed in Table I, are in excellent agreement with the order
parameters obtained from x-ray diffraction and Raman
spectroscopy.
We now turn to the determination of the optical gap. The

direct optical band gaps were determined from absorption
edge measurements with the aid of Tauc plots. Theoretical
band gaps were obtained with hybrid density functional
theory (DFT) calculations implemented using the Vienna
Ab Initio Simulation Package (VASP) [33–36]. Perdew-
Burke-Ernzerhof projector augmented wave pseudopoten-
tials were employed for all atoms [37,38]. The d orbitals
were included as valence electrons in the Sn pseudopo-
tential. All structures were relaxed, and band gaps were
calculated using the Heyd-Scuseria-Ernzerhof (HSE)
hybrid functional [39]. Instead of the default 0.25 mixing
parameter employed with HSE06, we used a mixing
parameter of 0.31 as used by others for ZnSnN2 [40–42].
We employed Brillouin-zone sampling grids of 4 × 4 × 4
for the ordered structure and 1 × 1 × 1 for the partially
ordered and disordered structures and a 500 eV plane-wave
cutoff for all calculations, which converges energies to
below 10 meV. Partially ordered and fully disordered
structures were modeled using 2 × 2 × 2 special quasiran-
dom supercells (resulting in 128-atom structures) that
minimize the difference of the pair correlation functions
compared to random alloys up to a radius of 6 Å [43,44].
Figure 4 shows the optical and theoretical band gaps as a

function of S2. The main feature of Fig. 4 is the strong
linear relationship between the band gap and S2, observable
in both the experimental and theoretical band gap values.
A linear relationship between S2 and the band gap has
been predicted in binary alloys, such as Ga1−xInxP2 [45],

although over a significantly smaller band gap range. In
their work, Wei et al. have showed that a quadratic
relationship between S and the band gap for semiconductor
alloys, and indeed for any lattice property dominated by
pair interactions, can be derived using an Ising model with
one cation as spin up and the other cation as spin down
[45,46]. It is important to note that S serves only as a means
of expressing the probability of a given site being occupied
by the expected atom and not as a source of long-range
interactions between atoms. The result is that, for stoichio-
metric samples, lattice properties where pair interactions
are dominant can be expressed as an ensemble average of
the properties of the ordered and disordered lattices.
Applying this model to the cation sublattice for ZnSnN2,

Eg;S ¼ Eg;S¼0 þ ðS2Þ½Eg;S¼1 − Eg;S¼0�; ð3Þ

where Eg;S¼0 is the band gap of the wurtzite structure,
Eg;S¼1 is the band gap of the orthorhombic structure, and
Eg;S is the band gap of a partially ordered lattice. From a
linear fit to the data in Fig. 4, we find ΔEg ¼ 0.865 eV and
Eg;S¼0 ¼ 1.117 eV for ZnSnN2 and ΔEg ¼ 1.563 eV
and Eg;S¼0 ¼ 1.868 eV for MgSnN2. Also included in
Fig. 4 (inset) is the Ising model applied to experimental
points extracted from the literature for ZnSnP2 [47],
ZnGeN2 [48–50], CuGaS2 [51], and CuInS2 [52,53], which
further reinforces the applicability of this analysis to the
general family of ternary heterovalent materials.
The major factor influencing the band gap is the motif

distribution present in the lattice. A motif consists of four
cations surrounding a given Vatom. For II-Sn-V materials,
there are five possible types of motifs, ðIIÞ2Sn2, ðIIÞ3Sn,
ðIIÞSn3, ðIIÞ4 and Sn4. In the ordered state (S2 ¼ 1), only
ðIIÞ2Sn2 motifs are present; however, as the long-range
order parameter approaches zero (S2 → 0), other motifs
appear in progressively higher amounts. Theoretical results
for ZnSnN2 indicate that the motifs lead to the observed
trend in band gap reduction as a function of S2 [56].
The band gap narrowing is due to a decrease in the

conduction band minimum (CBM) and an increase in the
valence band maximum (VBM). The CBM is mostly
derived from the cation s states and the VBM from the
anion p states; thus, it is the influence of motifs on these
states that determines the overall effect on the band gap
[56,57]. Additionally, it is important to note that in II-Sn-V2

materials, the ðIIÞ2Sn2 motifs are neutral, since the average
charge of the cations is balanced by the nitrogen atom.
However, in the other types of motifs, the cation charges are
not balanced by the nitrogen atom, and so Sn-rich motifs
will be positively charged, while II-rich motifs will be
negatively charged.
In the case of Zn and Mg, since Sn has a lower s state

than the column-II atom and due to the Coulombic
attraction of positively charged Sn, the cation s level
(and, hence, the CBM) will be pushed lower with more
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FIG. 4. Optical band gap as a function of S2. The lines are linear
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Sn present in the motif. Similarly, the energies of the N 2p
electrons will be pushed up by Coulombic repulsion from
negatively charged Zn-rich motifs; additionally, Zn has
higher-energy d levels than Sn, so stronger p − d coupling
will also increase the anion p levels (pushing the VBM
higher).
The motifs also provide an explanation for the differences

amongZnSnN2, ZnSnP2, andMgSnN2 in Fig. 4. The smaller
ΔEg in ZnSnP2 compared to ZnSnN2 can be most likely
attributed to the smaller increase in thep level of P compared
to the p-level increase of N. The larger band gap change in
MgSnN2 compared toZnSnN2 ismost likely due to the larger
electronegativity difference between Mg-Sn than Zn-Sn,
creating a larger decrease in the CBM than in ZnSnN2,
and Mg-rich motifs in MgSnN2 causing a larger shift in the
VBM than Zn-rich motifs in ZnSnN2.
In conclusion, we have grown a series of thin films of

ZnSnN2 with S2 values varying from 0.07 to 0.95 and a
series of MgSnN2 thin films with S2 ranging from 0.27 to
0.93. We have calculated the order parameter for the films
using measurements from three different techniques with
close agreement among the techniques. We propose that the
properties of the partially ordered system can be understood
in the context of an Ising model. We have validated the
linear relationship between the measured optical gap and S2

predicted by the Ising model for our samples and for four
other related compounds. We propose that the other
properties of the partially ordered system may also be
understood in the context of an Ising model.
Moreover, the range spanned by the cation sublattice

ordering of ZnSnN2 and MgSnN2, approximately 1.12–
3.43 eV, positions these materials as earth-abundant eco-
friendly alternatives to GaxIn1−xN alloys. Taking the
combined density functional theory calculations and iter-
ative synthesis and characterization results together, the
inherent value of this emerging approach for materials
design is readily apparent—not only have new materials
been realized, but a fundamentally new mechanism has
been demonstrated for tuning band gap energies over a
large range.
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