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In recent years, ultrafast pump-probe spectroscopy has provided insightful information about the
nonequilibrium dynamics of excitations in materials. In a typical experiment of time-resolved x-ray
absorption spectroscopy, the systems are excited by a femtosecond laser pulse (pump pulse) followed by an
x-ray probe pulse after a time delay to measure the absorption spectra of the photoexcited systems. We
present a theory for nonequilibrium x-ray absorption spectroscopy in one-dimensional strongly correlated
systems. The core hole created by the x ray is modeled as an additional effective potential of the core hole
site, which changes the spectrum qualitatively. In equilibrium, the spectrum reveals the charge gap at half-
filling and the metal-insulator transition in the presence of the core hole effect. Furthermore, a pump-probe
scheme is introduced to drive the system out of equilibrium before the x-ray probe. The effects of the pump
pulse with varying frequencies, shapes, and fluences are discussed for the dynamics of strongly correlated
systems in and out of resonance. The spectrum indicates that the driven insulating state has a metallic
droplet around the core hole. The rich structures of the nonequilibrium x-ray absorption spectrum give

more insight into the dynamics of electronic structures.
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The primary goal of x-ray spectroscopy is to probe the
properties of core level electrons and their coupling to the
electrons near Fermi energy [1,2]. Contrary to the angle-
resolved photoemission spectroscopy, which provides an
accurate measurement of the low-energy band structure
[3-6], x-ray spectroscopy offers a sensitive and versatile
probe of the high-energy excitations. On the other hand, the
rapidly developed resonant inelastic x-ray scattering, which
is a photon-in photon-out process, provides more informa-
tion on the excitation spectrum [7-10]. The short time
evolution of the slightly excited initial state in both bosonic
and fermionic systems can be exploited to answer funda-
mental questions in condensed matter physics and strongly
correlated systems. In cold atom systems where the atoms
have relatively slow motions [11], several studies have
investigated the relaxation of the quantum state after
sudden quench [12,13] and the proposed scheme to probe
the properties of the many-body state [14—16]. Ultrafast
laser spectroscopy provides an additional gear to inves-
tigate the electronic structure of excited states in materials.
Although the photoexcited carriers usually have short
lifetimes [17], the state-of-the-art pump-probe technique
can still study the time evolution of the materials: for
instance, cuprate superconductors [9,18,19], transition
metal oxides [20,21], and charge density wave compounds
[19,22-24]. Along with the development of a tabletop
x-ray source [25,26], the reconstruction of the charge,
spin, and lattice dynamics [27,28] from time-resolved
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x-ray spectroscopy is within reach. The obtained insight
will be very helpful in understanding emergent phenomena
in strongly correlated electron systems (among which,
the Mott insulator-metal transition is one intriguing
phenomenon, and the properties of excited state spectrum
are difficult to measure). By using x-ray absorption in
experiments [29-31], one can determine the metal-insulator
transition as the temperature varies or the doping changes
[18]. The dynamics of such systems, driven out of
equilibrium by external stimuli, can provide insight into
the underlying interactions between different coupling
mechanisms within femto- to picosecond timescales
[32,33]. Selective measurement techniques are necessary
to probe specific excitations because the connection
between various types of excitations is hidden deep in
the quantum wave function, which cannot be observed
directly.

Different from other probe techniques, x-ray absorption
spectroscopy (XAS) also brings out the core hole effect
[34-37]. Combined with the valance-electron quantum
dynamics, the core hole effect is expected to create novel
phenomena in nonequilibrium systems. In this Letter, we
propose a single band model to study both the static and
nonequilibrium (NE)-XAS of one-dimensional strongly
correlated systems. We model the core hole created by
the incident x ray as an attractive potential for the valence
electrons [38]. In equilibrium, the spectrum reveals the
metal-insulator transition for systems at the half-filling due

© 2019 American Physical Society


https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.122.207401&domain=pdf&date_stamp=2019-05-22
https://doi.org/10.1103/PhysRevLett.122.207401
https://doi.org/10.1103/PhysRevLett.122.207401
https://doi.org/10.1103/PhysRevLett.122.207401
https://doi.org/10.1103/PhysRevLett.122.207401

PHYSICAL REVIEW LETTERS 122, 207401 (2019)

to the core hole effect. The NE spectra have even more
features, including a metallic droplet around the core hole
from a driven insulating state. Furthermore, the NE-XAS
shows a resonance between the frequency of the incident
pump pulse and the charge gap of the systems.

Theoretical formalism.—Starting from a conventional
two-orbital model [38] and considering the dipole matrix
element (3d,|T,|2p) between two orbitals for absorption,
where T, is a dipole transition operator, we propose an
effective single band model to capture the x-ray absorption
spectrum. In equilibrium, the valance electrons are
described by a Fermi-Hubbard model (FHM):

H = _JZ(djgdja +Hc.)+ UZn,»Tn,-w (1)
(ij)o !

where d] is fermion creation operator with spin & at site i,
and the density operator is n;, = djﬂdi,,. Hereafter, the
hopping amplitude is set to unity J = 1 and the time unit is
to = 7/J. In general, the XAS can be determined from the
Fermi golden rule

Txas(@) = Y > [(FldiolD)P6(Er — E; = ha).  (2)

Here, |I) (|F)) and E;f are the initial (final) states and

energies, and dj,w denotes the electron excited from the core
level to the valence band with spin ¢ at site m. Using the
identity

the intensity can be expressed as

Tins(0) = = > ImA, (o)

W) =—— mA, (),
XAS pya o

with the quantity 4,(w) given by
A () = —i / dte'e T A, (1)

0

= —i/ drei® e (1| d,, e~ Mt d) |I).  (3)
0

Here, I" represents the core hole lifetime broadening effect.
'H,, inside the nonlocal time correlation function A(7) is the
sum of the equilibrium Hamiltonian H and the effective
attractive potential —V ,> " n,,, due to the presence of the
core hole. In some of the transition metal oxides, the typical
core-valence interaction is about 30% stronger than the
valence-valence interaction [38,53]. The initial state, |), is
the many-body wave function right before the x-ray probe
kicks in. Below, we consider two situations: (i) the initial

state as the ground state of the Hamiltonian, and (ii) a NE
initial state encoding the effect of the pump pulse.

Static XAS.—In the equilibrium case, we use the ground
state of Eq. (1) as the initial state, which can be obtained
by a density matrix renormalization group accurately
[13,54,55]. For noninteracting fermions, the wave function
is a Slater determinant, which can be expressed as a matrix
product state (MPS) [55,56]. Here, different initial inter-
actions and filling fractions (7, = ) ;,n;,/L, where L is
the number of lattice sites) are studied. The nonlocal time
correlation function is solved in a time evolving block
decimation [57-59] under the MPS framework [13,60-63].
Because the initial state is the ground state of the FHM, the
evolution operator acting on the bra state can be reduced to
aphase factor, i.e., (GS|e™" = ¢Fas!(GS| with ground state
energy Egs. Due to the finite lifetime of the core hole, the
simulation of real time dynamics is not required to be long
to capture the spectrum quantitatively. Throughout this
work, we use a time step of 5t = 1073t in the second order
Suzuki-Trotter approximation for time evolution and a core
hole lifetime of I' = 0.2J for calculations of the spectra.

The main objective is to capture the core hole effect in
the XAS of strongly correlated systems. Starting from a
noninteracting Fermi sea state at half-filling, which is
shown in Fig. 1(a), the results show that the spectrum is
split into two peaks from one due to the core hole potential.
It is worth mentioning that the spectrum corresponds to the
absorption part of the spectral density in the absence of core
hole potential [38]. The locations of the peak indicate the
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FIG. 1. Static XAS under filling fraction: (a)~(b) i, = 1, and

(c) iy = 2/3. In Fig. 1(a), the initial state is the Fermi sea state
(U =0); and the different core hole potentials of V,/J =0
(blue), 4 (red), and 12 (purple) are considered. The spectrum
splits in the presence of nonzero core hole potential. In Figs. 1(b)
and 1(c), with a shared legend, the initial state is the ground state
with different U and the core hole potential is set to V, = 12J.
(d) Frequency difference versus core hole potential from Fermi
sea state with different fillings. (e) Frequency difference versus
interaction with different fillings, where the core hole potentials
are set to Vi, = 12J (filled) and V, = 8J (open).
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corresponding bound state energy due to the core hole
potential, which is around w,; (w,) for a doubly (singly)
occupied bound state at the core hole site, as marked in
Fig. 1(a), where the amplitudes of both peaks are roughly
the same. The difference of these two frequencies,
Aw = o, — w,, reveals the core hole potential as shown
in Fig. 1(d) for all three different fillings. For interacting
fermions away from the half-filling, as shown in Fig. 1(c),
the singly occupied state still has a stronger amplitude and
all peaks are around —V,, which signals the presence of
the core hole potential. On the other hand, the doubly
occupied state shifts in frequency as the interaction changes
and is around U — 2V ,. This explains the energy differ-
ence of Aw = Vg, — U, as shown in Fig. 1(e). Therefore,
the XAS can enable us to determine the core hole potential
and the interacting strength of the measured strongly
correlated systems. For systems at a half-filling, three
different interaction strength are compared in Fig. 1(b).
In order to make a comparison to free fermions, the
frequency is shifted to match the symmetric point deter-
mined by the density of states [38]. Compared to the
systems away from half-filling, where only the doubly
occupied state has the frequency shifted by U, both peaks
are now shifted due to the strongly correlated effects. After
the core electron is excited, the core hole site is nearly
doubly occupied in this Mott insulating phase. Because the
filling factor is exactly at half originally, the excess electron
forms a doublon even if the electron escapes from the core
hole site. This doublon outside the core hole site makes the
frequency of the singly occupied bound state shift by U, as
well as the doubly occupied bound state. Therefore, in the
half-filling, the energy of the singly occupied state is
shifted to w} = U — V, and the frequency difference is
independent of the interaction as two different core hole
potentials, shown in Fig. 1(e).

In addition, the weight of the corresponding response
reveals important information about the electronic struc-
ture. It is defined as

;+6w
Wi:/ S Txas(@)dw, (4)

where dw is a finite width that covers the decay tail due to
broadening. The spectrum is normalized such that
>~ W; = 2 due to the spin degrees of freedom. It is known
that the charge gap exists in the one-dimensional half-filled
FHM with any finite U in the thermodynamic limit [64,65].
From Fig. 1(b), we can immediately observe this feature. In
the absence of interaction, both singly and doubly occupied
bound states have almost the same weight. As the inter-
action increases, the weight of the doubly occupied state
always dominates over the singly occupied state. We notice
that the chemical potential shift is not only manifesting in
the change of the dominant peak position but also in the
relative intensity transfer between w, and w, peaks [66,67].
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FIG. 2. (a) XAS for different fillings under the same interaction

(U = 2J) and core hole potential (V, = 12J). Weights of XAS
from singly (open symbols) and doubly (filled symbols) occupied
states: (b) iy = 1, and (c) i1y = 1/3 under different interactions
and core hole potentials.

Also, this weight transfer depends on the strengths of both
the Hubbard interaction and the core hole potential.
Figures 2(b) and 2(c) give a more quantitative analysis
on the shifting weight for varying interaction strengths and
core hole potentials. At the half-filling, both peaks have
equal weight from the Fermi sea state, and the signals from
the doubly occupied state become more dominant as the
interaction becomes finite for various core hole potentials,
especially in a deep core hole potential [compare the
weights for Vi, = 4J and 8J in Fig. 2(b)]. This suggests
that the charge gap opens in finite interactions. In the low
electron occupation limit, the dominant signal is always the
singly occupied state, as shown in Fig. 2(c). In the weak
interaction regime of U < 4.J, the weight distributions are
almost identical, despite different core hole potentials.

Nonequilibrium XAS.— When there is an incident laser
pulse before the x-ray photon, the initial state in Eq. (3) is
no longer the ground state of the FHM. We model the effect
of the laser pulse via a time-dependent Pieles phase in
the Hamiltonian of J — JeA("), where the phase has a
Gaussian profile:

A(t) = Age™HD*/27 cos Q1 + 1),

with the intensity as Ay, the central frequency as Q, the
pulse shape with width as z, and the time delay as 7,;. (We
set the probe as always starting at ¢+ = (0.) The average
incoming number of photons per lattice site from the
pump is estimated to be o A%QT. In order to capture the
effect from the pump pulse, the time delay is chosen to be
large enough where the amplitude of the pulse has almost
vanished [A(0) < 0.1] before measuring the XAS.
Therefore, the real time dynamics of the initial ground
state wave function under the pulse needs to be simulated
before calculating the nonlocal time correlation function.
In other words, the initial state in Eq. (3) is given by
\I) = U(=21,,0)|GS), where U is the time evolution
operator of the FHM, including the interaction with the
electromagnetic field.

We first vary only the time delay by keeping the pulse
intensity, the frequency, and the shape fixed. The NE-XAS
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FIG. 3. NE-XAS with core hole potential V = 12J and
different time delays for (a) U =2J, (b) 4J, (c) 6J, and
(d) 8J under pulse fluences of Qfy = 3, 7 = 2¢;, and Ay, = 0.1
in Figs. 3(a)-3(c); and Ay = 0.3 in Fig. 3(d). In Figs. 3(c) and
3(d), the peak around @ ~ —12J (magenta arrow) emerges as a
singly occupied core hole signal from the metallic droplet. The
system is at the half-filling.

for the half-filling is shown in Fig. 3 with different time
delays 7;. Because our model does not include the
relaxation effect, the NE-XAS will never recover back to
the equilibrium one, even after an extended time delay.
Here, the spectra from different time delays do not change
much because the state only picks up some extra phases
after the tail of the pulse diminishes. Small changes of the
frequency and amplitude (see the insets of Fig. 3) are due to
the infinitesimal tail of the pulse. As long as the time delay
is long enough, the signals become translational invariant in
time as one compares f; = 5t and 6¢,. Also, the shifting of
the peaks is roughly equal to the energy changes of the state
from the pumping. Besides that, the spectrum is qualita-
tively different from the one at equilibrium. First of all,
there are only two major peaks in the equilibrium spectrum,
but the NE-XAS exhibits much richer features from the
excited states. For the weak interaction case (e.g., U = 2J),
new peaks emerge around wy) + 3J, where the shift
matches the pump pulse frequency €. As the interaction
increases to 4./, the fluence from the pulse is severe, and
this is because the Mott gap is close to the frequency of the
pump pulse. This resonance effect will be elaborated on
later. Once the interaction reaches 6J and 8J, a new peak
emerges around —V,. As we already mentioned, in the
equilibrium spectrum, this energy corresponds to the singly
occupied state (w,) from a metallic state. Because the
photoemission spectrum shows that the system remains
gapped [38], the results conjecture that this metallic signal
is induced by the core hole and should be a droplet around
the core hole site. A similar effect was reported in super-
conductors with an impurity or disorder [68].

We then vary the intensity of the pulse to study the
quantitative change of the NE-XAS by using the same time
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FIG. 4. (a) Changes of weight (filled symbols) and frequency

(open symbols) of the doubly occupied state versus interaction
under the intensity of Ay = 0.1. (b) Frequency shift of the doubly
occupied state versus different intensities under different inter-
actions. In Figs. 4(a) and 4(b), the pump pulses have Qt, = 3,
T = 2ty, and t; = 6ty. (c) Changes of weight (filled symbols) and
frequency (open symbols) of the doubly occupied state versus
interaction when systems at half-filling under fluence of Q1, = 6,
width of 7 = 31, time delay of 7, = 6ty, and Ay = 0.1. (d) NE-
XAS for systems at half-filling with different U under single
cycle terahertz pulse fluence of Qfy = 1, width of 7 = 31, time
delay of r; = 61, and intensity of Ay = 1. Inset shows the
terahertz pulse profile. Core hole potential is set to V, = 12J
in all panels.

delay of 7; = 6¢, to ensure the pump pulse is almost
finished. In Fig. 4, a quantitative analysis of the non-
equilibrium XAS is shown under different shapes of the
pump pulse. For all interaction strengths, both the singly
and doubly occupied peaks get smaller weight as the
intensity increases. One expects that the system will melt
down and the spectrum will become completely featureless
as the state is excited into the continuum when the pump
pulse is very strong. Before that, the spectrum appears to
have peaks separated by the energy close to the pump pulse
frequency. It is more interesting that the pump pulse used
here has a frequency of Qf, = 3 and the strongest influence
on the U =5J state. Considering the same intensity
(Ap = 0.1 and 0.15, for example), the shift of the frequency
of the doubly occupied state is larger for U = 5J, as shown
in Fig. 4(b). As the interaction increases to 6J and 8/, the
effects of the frequency shift and the weight of the doubly
occupied state are also smaller than the one of U = 5J, for
which a detailed comparison is shown in Fig. 4(a). By
switching the frequency to Qf, = 6, the detailed spectrum
is shown in the Supplemental Material [38] and the shifting
of frequency is shown in Fig. 4(c). The shift of the
frequency is bigger as the interaction increases and reaches
its maximum around 8J. The effect diminishes once the
interaction becomes stronger. From the results of two
different frequencies, both the shift of the frequency and
the change in the weight of the doubly occupied state give
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the same conclusion: that there is a resonance between the
pump pulse frequency and the charge gap in the systems.
On the other hand, for the single cycle terahertz pulse with a
frequency of Qfy = 1, as shown in Fig. 4(d), the results
show that the spectrum becomes featureless for weak and
intermediate interactions (e.g., U < 4J). As the interaction
becomes stronger, the NE-XAS is less affected by the pump
pulse. For instance, for U = 8J, the shift of the frequency
and the change in weight are minimal when compared to
the static XAS.

Conclusion.—We have proposed a single band model to
capture the core hole effect in the XAS, and we calculated
the spectrum of a one-dimensional strongly correlated
system. The static XAS is able to distinguish the corre-
sponding core hole potential and interaction strength of the
strongly correlated materials. Due to the strongly correlated
effect, the static XAS reveals the charge gap from the
doubly occupied bound state when the system is half-filling
with a finite interaction. Furthermore, considering the
pump pulse with different time delays, intensities, and
frequencies, the NE-XAS shows that the driven system has
a metallic droplet around the core hole, which is a similar
phenomenon to the impurity influence on the electronic
states of superconductors. Our results have uncovered that
the static and nonequilibrium XASs can help to identify the
excitations contributing to the spectrum and guide the
future pump-probe experiments on strongly correlated
materials, such as Sr,CuOj;,5 [69-71] or other cuprate
compounds with a Cu-O corner (or edge) sharing chains
[71-73]. Those materials can be successfully synthesized,
and some of them can be doped away from the half-filling
on which the photoemission spectrum has also been
measured [69].
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