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Plasma-based accelerators have made impressive progress in recent years. However, the beam energy
spread obtained in these accelerators is still at the ∼1% level, nearly one order of magnitude larger than
what is needed for challenging applications like coherent light sources or colliders. In plasma accelerators,
the beam energy spread is mainly dominated by its energy chirp (longitudinally correlated energy spread).
Here we demonstrate that when an initially chirped electron beam from a linac with a proper current profile
is sent through a low-density plasma structure, the self-wake of the beam can significantly reduce its energy
chirp and the overall energy spread. The resolution-limited energy spectrum measurements show at least a
threefold reduction of the beam energy spread from 1.28% to 0.41% FWHM with a dechirping strength of
∼1 ðMV=mÞ=ðmmpCÞ. Refined time-resolved phase space measurements, combined with high-fidelity
three-dimensional particle-in-cell simulations, further indicate the real energy spread after the dechirper is
only about 0.13% (FWHM), a factor of 10 reduction of the initial energy spread.
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In recent years, great strides have been made in the field
of plasma-based wakefield accelerators [1–8]. However,
the energy spread in these accelerators is typically at a few
percent level, which is still nearly one order of magnitude
larger than what is required in forefront applications like
free-electron lasers and linear colliders. The beam energy
spread in plasma accelerators is usually dominated by
a nearly linear energy chirp arising from the relatively
broad acceleration phase occupied by the beam. Therefore,
reducing the beam energy spread down to the ∼0.1%
level requires effective energy chirp reduction in plasma
accelerators.
Energy dechirpers based on corrugated wall structures or

dielectric-based slab structures have been experimentally
demonstrated [9,10]. To date, the typical dechirping
strength Sd experimentally obtained in these devices with
millimeter-level gap is ∼0.01–0.1 ðMV=mÞ=ðmmpCÞ for
approximately picosecond-long electron beams, where Sd
is defined as the dechirping field divided by the bunch
length and the bunch charge [10]. The beam produced by a
plasma accelerator is typically very short (few femto-
seconds), and has a relatively large energy chirp (few to
tens MeV). Therefore, it may be impractical to adopt a
dechirper with such low Sd. Although theoretical studies
indicate that Sd can be improved to ∼103 ðMV=mÞ=
ðmmpCÞ for 10-fs electron beams by reducing the gap
size to the tens of micrometers level [11], such a small gap
may prove to be challenging for beam alignment.
In order to achieve a higher dechirping strength in

practice, an alternative approach is to use a tunable plasma
dechirper (PD) [12,13], as shown schematically in

Fig. 1(a). In this scheme, an electron beam with a nearly
linear positive energy chirp [Fig. 1(b), the beam energy
increases quasilinearly from head to tail, which is normal
for an underloaded wake in a plasma accelerator [14,15]] is
sent through a separate low-density plasma section to excite
a nearly linear plasma wake [16]. For a bunch length much
shorter than the plasma wavelength, the beam will totally
stay in the decelerating phase of the wake where Ez has a
negative slope [Fig. 1(c)], and thus the beam tail experi-
ences a larger energy loss than the head. Therefore, the
positive chirp can be effectively eliminated during the
propagation [Fig. 1(d)]. The total dechirping effects can be
easily tuned by changing the density and length of the
plasma.
The concept of a PD was first proposed and exper-

imentally demonstrated by the Tsinghua group in 2017,
where an energy chirp reduction of factor 1.25 was clearly
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FIG. 1. (a) Schematic diagram of the PD. (b) The beam
longitudinal phase space at the entrance of the PD. (c) The beam
current profile (green line) and the on-axis longitudinal wakefield
Ez excited by the beam in the PD (black line). (d) The final beam
longitudinal phase space.
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observed [12,13]. Very recently, this method has been
extended to show a factor of 4–6 reduction of the energy
chirp through energy spectrum measurement [17,18].
However, for this method to be really useful for reducing
energy spread of electron beams in plasma accelerators
down to the 0.1% level, a factor of 10 reduction of the
energy chirp and overall energy spread is needed, where the
complex interplay and trade-off among the linear chirp
reduction, the nonlinear chirp increase, and the slice energy
spread growth become critical. In this Letter, we demon-
strate a near tenfold beam energy spread reduction in a
properly designed beam current profile and PD parameters,
and the complex longitudinal phase space dynamics of the
dechirping process is clearly revealed through refined time-
resolved phase space measurements, in good agreement
with high-fidelity three-dimensional (3D) particle-in-cell
(PIC) simulations.
To quantify the effects of a PD, we show in Fig. 2

simulation results obtained by the full 3D PIC code
QUICKPIC [19,20] for three typical beam current profiles
[flattop, parabolic, and Gaussian, Fig. 2(a)]. In these
simulations, electron beams with a transverse Gaussian
profile (σr ¼ 0.15k−1p ) are initialized with zero slice energy
spread and positive linear chirp (FWHM energy spread
ΔWi), and the plasma is initialized with a uniform electron
density np, where k−1p is the plasma skin depth.
In Fig. 2(b), the on-axis Ez’s (divided by the beam peak

current Ib) are plotted, where a similar linear slope near the

beam center is obtained for all three profiles. For the flattop
profile,Ez is close to linear within thewhole beam,while for
nonflattop profiles, Ez’s have nonlinear forms near the head
and the tail, which can induce nonlinear energy chirps
during the dechirping process. In Fig. 2(c), the radial
dependences of Ez ’s are plotted to show the transverse
nonuniformity of the wake, which can induce beam slice
energy spread growth during the dechirping process. The
final achievable minimum energy spread of the beam is
determined by a trade-off among the linear chirp reduction,
the nonlinear chirp increase, and the slice energy spread
growth. In Fig. 2(d), the energy spread (FWHM) reduction
versus the product of the propagation distance dp and the
peak current Ib are plotted, where dp is normalized to
ðΔWi=mc2Þk−1p . It can be clearly seen that after a distance of
about 9.5 (flattop) [9.2 (parabolic) or 10.5 (Gaussian)]
ðΔWi=mc2ÞðkpIb½kA�Þ−1, the minimum energy spread
about 3% (flattop) [8% (parabolic) or 12% (Gaussian)] of
its initial value can be achieved, which suggests a dechirping
factor of 33.3 (flattop) [12.5 (parabolic) or 8.3 (Gaussian)].
Based on Fig. 2(b), the dechirping strength can be estimated
as Sd ≈ 3.2× 105ðnp ½cm−3�=1018Þ3=2 ðMV=mÞ=ðmmpCÞ.
For a given beam, the plasma wavelength must be larger
than the bunch length. For example, for a bunch length∼k−1p ,
a plasma density varies from∼5 × 1018 to 5 × 1014 cm−3 for
10 fs–1 ps beam, giving a Sd ∼106−1ðMV=mÞ=ðmmpCÞ.
To confirm the above predictions, we have performed a

plasma dechirping experiment on the TTX platform at
Tsinghua University [21,22]. The schematic layout is
shown in Fig. 3(a). A 40-pC, 1.1-ps (FWHM), 46-MeV
electron beam with a positive linear energy chirp is
generated by a high brightness S-band rf linac. The bunch
charge is set by tuning the energy of the 300-fs (FWHM),
266-nm photocathode drive laser. The bunch length is
achieved through velocity compression in the photogun by
launching the beam at low phase [23]. The positive energy
chirp is imprinted by off-crest acceleration in the accel-
erating tube. The electron beam is focused to a transverse
size σr ¼ 40 μm [Fig. 3(b)] at the front edge of a slit gas jet
by two triplets, and detected by a removable optical
transition radiation screen [Screen1 in Fig. 3(a)]. The
normalized emittance of the beam is measured to be
∼1.5 mmmrad by using a two-screen method (Screen1
and Screen2 about 2 m downstream) [24]. The beam
longitudinal phase space is measured on another YAG:
Ce screen [Screen3 in Fig. 3(a)] by using a rf deflecting
cavity (temporal resolution ∼0.4 ps FWHM) and a dipole
magnet, as shown in Fig. 3(c). By combining the longi-
tudinal phase space measurement with beam vertical
distribution (deflecting cavity off), the beam current profile
can be obtained through deconvolution, as shown in
Fig. 3(d). We note that this profile is similar to a parabolic
distribution, and a plasma density ≲5 × 1014 cm−3 should
be used to ensure the monotonicity of the dechirping field
within the beam.
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FIG. 2. (a) Three current profiles for electron beams with the
same total chargeQ, peak density nb, and transverse size σr; here,
ξ ¼ ct − z and ξ < 0 corresponds to the beam head. Panels (b)
and (c) show Ez ðr ¼ 0Þ=Ib versus ξ and Ez ðξ ¼ 0Þ=Ib versus r
for these three current profiles, respectively. Here, Ez is normal-
ized to the plasma wave-breaking limit mc2kp=e and Ib ¼
2πσ2rnbec ≈ 0.2ðnb=npÞ kA. The dechirping strength Sd is cal-
culated using the linear fit to Ez between points A and B.
(d) Evolution of the beam FWHM energy spread ΔW (normal-
ized to ΔWi) versus dpIb for these three current profiles.
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To generate a low-density plasma with np ≲ 5×
1014 cm−3, a method based on laser ionization of a mixed
gas (1% H2 þ 99% He) is used, where the laser intensity is
chosen properly to just ionize the hydrogen atoms. The
longitudinal gas profile from the slit gas jet (30 × 2 mm2)
was measured off-line using shearing interferometry
by a wave-front sensor [25] with argon gas, as shown in
Fig. 3(e). A 36-fs (FWHM) 800-nm laser pulse is focused
to a waist size w0 ∼ 110 μm by a lens (f ¼ 1500 mm) near
the center of the slit gas jet. Right after ionization occurs,
the plasma approximately has an initial radius ∼w0

and a density in the range 1015–1016 cm−3, which is
proportional to the backing gas pressure Pg (0.5–
5 MPa). After a proper delay (∼10 ns), the plasma expands
to a wider size with a lower density approximately in the
range of 1014–1015 cm−3. As shown in Ref. [26], the
plasma expansion rate is dominated by the initial electron
temperature induced by the ionization process, and has
little dependence on the initial density. As a result, the
plasma density after expansion with given delay is approx-
imately proportional to its initial backing pressure Pg.
To demonstrate the dechirping effect with this low-

density plasma, the electron beam was sent through a 3-
mm central hole on the final turning mirror of the laser
pulse to focus right near the front edge of the gas jet. The
laser pulse collinearly propagates with and arrives about
10 ns before the electron beam with a timing jitter of
∼100 fs [27]. The electron beam has a negligible transverse
beam position jitter at the focus (∼3 μm), and propagates
through the ∼30-mm-long low-density plasma. Figure 4(a)
shows the energy spectrum of the incoming beam on
Screen3 after dispersion by the dipole magnet when the
plasma is off. Integrated energy spectra of 20 consecutive
shots similar to Fig. 4(a) are shown in Fig. 4(e) (the blue

band), which gives a FWHM energy spread of 0.59 MeV.
Figures 4(b)–4(d) show the spectrum of the outcoming
beam on Screen3 for three different backing pressures (0.5,
1, and 2 MPa), and the effect of dechirping is evident. The
integrated energy spectra are also shown in Fig. 4(e) with
different colors, as the gas pressure is increased, the energy
spread becomes smaller. For Pg ¼ 2 MPa, the FWHM
energy spread from Fig. 4(e) (the red line) is 0.19 MeV,
which gives a more than threefold reduction in the absolute
energy spread, and a reduction in the relative energy spread
from 1.28% to 0.41%. In these measurements, the hori-
zontal size and the divergence of the beam at the entrance of
the dipole limit the energy resolution to about 0.17 MeV
(FWHM), and this can be estimated directly from the
expanded slice energy spread obtained by longitudinal
phase space measurement in Fig. 3(c), where the true slice
energy spread is below 0.01 MeV based on simulations of
our beam line and measurements of similar beam lines
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[28,29]. Therefore, the threefold reduction in energy spread
should be considered only as a lower limit.
To get a deeper insight of the dechirping process, and

also to alleviate the effect of the limited energy resolution,
we performed refined beam longitudinal phase space
measurements and made detailed comparisons with high-
fidelity 3D PIC simulations using the code QUICKPIC. Three
measured beam longitudinal phase spaces on Screen3 after
dechirping with Pg ¼ 0.5 MPa, Pg ¼ 1 MPa, and Pg ¼
2 MPa are shown in Figs. 5(b)–5(d), and the corresponding
projected energy spectra are shown in Fig. 5(m) with green,
black, and red solid lines, where the projected FWHM
energy spread for Pg ¼ 2 MPa is 0.19 MeV, very similar to
the result obtained from the direct energy spectrum
measurement [Fig. 4(e)].

To make comparisons between the high-fidelity simu-
lations and the experimental results, we use beam and
plasma parameters in the simulations as close to the
experimental conditions as possible. For the beam param-
eters, the measured current profile [Fig. 3(d)] and the
energy chirp deduced from the centroid of the longitudinal
phase space [purple line in Fig. 5(a)] are used, and the beam
slice energy spread is also set to the upper limit (0.01 MeV
FWHM) [28,29]. For the plasma parameters, the longi-
tudinal plasma profile is set as the measured distribution in
Fig. 3(e), and the plasma density np is assumed to be
proportional to the backing pressure Pg as discussed before.
In Figs. 5(f)–5(h), we show the simulated phase spaces on
Screen3 obtained by scanning the single free parameter np
to get a best fit to the experimental measurements
[np ¼ 1 × 1014 cm−3 for Pg ¼ 0.5 MPa, therefore np ¼
2 × 1014 cm−3 (np ¼ 4 × 1014 cm−3) for Pg ¼ 1 MPa
(Pg ¼ 2 MPa) as discussed before]. Here the effect of
beam transport through the beam line downstream of the
plasma is fully taken into account. In Fig. 5(m), we show a
direct comparison between the measured (solid curve) and
the simulated (dotted curve) integrated energy spectra. The
agreement between the two is excellent for all three values
of Pg. The above comparisons use only one parameter to
closely match three longitudinal phase spaces and inte-
grated energy spectra, giving us confidence for the value of
the plasma density used, which is too low to be directly
measured on-line by interferometry.
Based on the good agreements above, we can also get

valuable information on the exact beam energy spread after
the PD, which cannot be directly measured due to the
limited energy resolution about 0.17 MeV. Figures 5(i)–5(l)
plot the simulated longitudinal phase spaces just at the exit
of the PD for the cases of plasma off, np ¼ 1 × 1014 cm−3,
np ¼ 2 × 1014 cm−3, and np¼4×1014 cm−3, respectively.
One can see that during the whole dechirping process,
the slice energy spread increases slightly from its initial
value (0.01 MeV) to less than 0.04 MeV (0.02 MeV for
np ¼ 1 × 1014 cm−3, 0.03 MeV for np ¼ 2 × 1014 cm−3,
and 0.04 MeV for np ¼ 4 × 1014 cm−3). The integrated
energy spectra for these three cases are also shown in
Fig. 5(m) with green, black, and red dashed lines. For
np ¼ 1 × 1014 cm−3 (np ¼ 2 × 1014 cm−3), the three green
(black) lines (solid for measured on Screen3, dotted for
simulated on Screen3, and dashed for simulated at the exit
of the PD) match each other well, suggesting that at this
density the energy spread is still dominated by the residual
energy chirp. However, for np ¼ 4 × 1014 cm−3, the
dashed red line (simulated energy spectrum at the exit of
the PD) shows dramatically narrower spread compared
with the other two lower-density cases, which strongly
suggests that at this density the real energy spread of the
beam is much smaller (about 0.06 MeV) than the reso-
lution-limited measurement (0.19 MeV). Therefore, the
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above simulations and comparisons with experimental
phase space measurements suggest that the FWHM energy
spread of the beam has been reduced from 0.59 to
0.06 MeV for the case of np ¼ 4 × 1014 cm−3, leading
to a near tenfold reduction in the relative energy spread
(from 1.28% down to 0.13%). This is also consistent with
the simulation predictions of the final achievable minimum
energy spread shown in Fig. 2(d) when a parabolic current
profile is used. Furthermore, the simulated Ez field in this
case has a maximum strength of ∼15 MV=m. Combining
with the bunch charge and length in our experiment, this
yields a dechirping strength of Sd ≈ 1 ðMV=mÞ=ðmm pCÞ,
1–2 orders of magnitude higher than those obtained using
corrugated wall devices or dielectric-based slab structures
as dechirpers for similar beams [9,10].
In this experiment, to resolve the beam longitudinal

phase space with a resolution-limited deflecting cavity, a
relatively long bunch length (∼1.1 ps FWHM) is used.
These experimental results can be properly scaled for much
shorter beams typically obtained in a plasma accelerator.
For example, for a 10-fs electron beam, roughly 10 000
times higher plasma density should be used (np ¼
4 × 1018 cm−3) for the PD, and the corresponding dechirp-
ing strength is increased by a factor of 106 according to
previous analyses.
In summary, a PD scheme based on the beam’s self-

generated linear wake in a low-density plasma is proposed
and experimentally demonstrated. The experimental results,
combined with high-fidelity 3D PIC simulations, indicate a
near tenfold reduction of the beam energy spread from
1.28% to 0.13% FWHM. This tunable and flexible technique
can be applied to future plasma-based photon sources and
colliders for significantly enhancing the beam quality.
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