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In this paper, we present the analysis and results of a direct measurement of the cosmic-ray proton
spectrum with the CALET instrument onboard the International Space Station, including the detailed
assessment of systematic uncertainties. The observation period used in this analysis is from October 13,2015
to August 31, 2018 (1054 days). We have achieved the very wide energy range necessary to carry out
measurements of the spectrum from 50 GeV to 10 TeV covering, for the first time in space, with a single
instrument the whole energy interval previously investigated in most cases in separate subranges by magnetic
spectrometers (BESS-TeV, PAMELA, and AMS-02) and calorimetric instruments (ATIC, CREAM, and
NUCLEON). The observed spectrum is consistent with AMS-02 but extends to nearly an order of magnitude
higher energy, showing a very smooth transition of the power-law spectral index from —2.81 + 0.03
(50-500 GeV) neglecting solar modulation effects (or —2.87 £ 0.06 including solar modulation effects in the
lower energy region) to —2.56 £ 0.04 (1-10 TeV), thereby confirming the existence of spectral hardening
and providing evidence of a deviation from a single power law by more than 3.

DOI: 10.1103/PhysRevLett.122.181102

Introduction.—Direct measurements of the high-energy
(HE) spectra of each species of cosmic-ray nuclei up to
the PeV energy scale provide detailed insight into the
general phenomenology of cosmic-ray acceleration and
propagation in the Galaxy. A possible charge-dependent
cutoff in the nuclei spectra is hypothesized to explain the
“knee” in the all-particle spectrum. This hypothesis can
be tested directly with measurements by long duration
space experiments with sufficient exposure and with the
capability of identifying individual elements based on
charge measurements.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

Furthermore, the spectral hardening observed in the
spectra of various nuclei [1-11] calls for the extensive
attempts [12-32] to theoretically interpret these unexpected
phenomena. The current experimental approaches to direct
measurements of the proton spectrum are based on two
main classes of instruments, i.e., magnetic spectrometers
[5,6] at lower energies where the presence of a spectral
breakpoint was observed, and calorimeters [1,4,8,33,34] at
higher energies where the spectrum undergoes a hardening.
It is of particular interest to determine the onset of spectral
hardening and its development in terms of index variation
and smoothness parameter (as defined in Ref. [6]). In order
to achieve a consistent picture, measurements should be
unaffected, as much as possible, by systematic errors and a
critical comparison of the observations from different
experiments is in order.

The CALorimetric Electron Telescope (CALET)
[35,36], a space-based instrument optimized for the
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measurement of the all-electron spectrum [37,38] and
equipped with a fully active calorimeter, can measure
the main components of cosmic rays including proton,
light, and heavy nuclei (up to iron and above) in the energy
range up to ~1 PeV. The thickness of the calorimeter
corresponds to 30 radiation length (at normal incidence)
and to ~1.3 proton interaction length.

In this Letter, we present a direct measurement of the
cosmic-ray proton spectrum from £ = 50 GeV to 10 TeV
with CALET where E denotes the kinetic energy of primary
protons throughout this paper. Its wide dynamic range
allows the study of the detailed shape of the spectrum by
using a single instrument.

CALET Instrument.—CALET consists of a charge detec-
tor (CHD), a 3 radiation-length thick imaging calorimeter
(IMC) and a 27 radiation-length thick total absorption
calorimeter (TASC), with a field of view of ~45° from
zenith. A “fiducial” geometrical factor of ~416 cm? sr for
particles penetrating CHD top to TASC bottom, with 2 cm
margins at the first and the last TASC layers (acceptance A),
and corresponding to about 40% of the total acceptance
[38], is used in this analysis.

The CHD, which identifies the charge of the incident
particle, is comprised of a pair of plastic scintillator
hodoscopes arranged in two orthogonal layers. The IMC
is a sampling calorimeter alternating thin layers of
Tungsten absorber with layers of scintillating fibers read-
out individually, also providing an independent charge
measurement via multiple dE/dx samples. The TASC is a
tightly packed lead-tungstate (PbWQO,) hodoscope, meas-
uring the energy of showering particles in the detector. A
very large dynamic range of more than 6 orders of
magnitude is covered by four different gain ranges [39].
A more complete description of the instrument is given in
the Supplemental Material of Ref. [37].

Figure 1 shows a proton candidate with energy deposit of
~10 TeV in the detector. The event example clearly
demonstrates CALET’s capability to reconstruct and iden-
tify very high energy protons. Because of the limited
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FIG. 1. An example of a high-energy proton event with an
energy deposit sum of 10 TeV. Black lines represent the
reconstructed tracks using Kalman filter tracking [40], which
achieves a fine resolution taking advantage of the high granularity
of the IMC.

energy resolution, energy unfolding is required to estimate
the primary energy distribution. It is important, therefore, to
infer the detector response at the highest energies covered
by the analysis.

The instrument was launched on August 19, 2015 and
emplaced on the Japanese Experiment Module-Exposed
Facility on the International Space Station with an expected
mission duration of five years (or more). Scientific obser-
vations [36] started on October 13, 2015, and smooth and
continuous operations have taken place since then.

Data analysis.—We have analyzed flight data collected
for 1054 days from October 13, 2015 to August 31, 2018.
The total observation live time for the HE shower trigger
[36] is 21421.9 hours and live time fraction to total time is
84.7%. In addition, the low-energy (LE) shower trigger
operated at a high geomagnetic latitude [36] is used to
extend the energy coverage toward the lower energy region.
In spite of a limited live time of 365.4 hr, LE data provide
sufficient statistics for protons below a few hundred GeV.

Monte Carlo (MC) simulations, reproducing the detailed
detector configuration, physics processes, as well as detec-
tor signals, are based on the EPICS simulation pack-
age [41,42].

In order to assess the relatively large uncertainties in the
hadronic interactions, a series of beam tests were carried
out at CERN-SPS using the CALET beam test model
[43-45]. Trigger efficiency and energy response derived
from MC simulations were tuned using the beam test
results obtained in 2012 [43,44,46] with proton beams of
30, 100, and 400 GeV. The correction for the trigger
efficiency obtained by the EPICS simulation was determined
to be 7.7% for the LE trigger and 11.2% for the HE trigger,
irrespective of proton energies. Shower energy correction
was determined to be 7.9% and 6.3% at 30 and 100 GeV,
and no correction at 400 GeV and above, where simple log-
linear interpolation was used to determine the correction
factor for intermediate energies.

In the analysis of hadrons, especially in the high-energy
region where no beam test calibration is possible, a
comparison between different MC models becomes much
more important than in electron analysis. For this purpose,
we have run simulations with FLUKA [47-49] and GEANT4
[50,51] in the same way as EPICS. The detector models used
in FLUKA and GEANT4 are almost identical to the CALET
CAD model used in EPICS.

In electron analysis [37,38], the electromagnetic shower
tracking algorithm works very well, because of the pres-
ence of a developed shower core that is used as an initial
guess of the trajectory of the incoming particle. In the
proton analysis, however, the hadronic interaction occurs
abruptly and there is no guarantee of the presence of a well-
developed shower core in the bottom two layers of the
IMC. It is therefore necessary to follow a different approach
to reconstruct the proton tracks in a highly efficient way.
Combinatorial Kalman filter tracking [40] was developed
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for this purpose and it is used in the proton spectrum
analysis described hereafter.

The shower energy of each event is calculated as the
TASC energy deposit sum (observed energy: Etasc),
which is calibrated using penetrating particles and by
performing a seamless stitching of adjacent gain ranges
on orbit, complemented by the confirmation of the linearity
of the system over the whole range by means of ground
measurements using UV pulse laser as described in
Ref. [39]. Temporal variations during the long-term obser-
vation are also corrected, sensor by sensor, using penetrat-
ing particles as gain monitor [37].

In order to minimize helium contamination by accurately
separating protons from helium based on their charge, a
preselection of well-reconstructed and well-contained
events is applied. Preselection consists of (1) offline trigger
confirmation, (2) geometrical condition (requires accep-
tance A [38]), (3) track quality cut to ensure reliability of
the reconstructed track while retaining high efficiency,
(4) electron rejection cut, (5) off-acceptance events rejec-
tion cut, (6) requirement of track consistency with TASC
energy deposits, and (7) shower development requirement
in the IMC. Some of the above selections are described in
more detail in the following.

Consistency between MC and flight data (FD) for
triggered events is obtained by an offline trigger, which
requires more severe conditions than the onboard trigger. It
removes non-negligible effects due to positional and
temporal variation of the detector gain, and it is applied
as a first step of preselection.

In order to reject electronlike events, a “Moliere con-
centration” along the track in the IMC is calculated by
summing up all energy deposits found inside one Moliere
radius for Tungsten (£9 fibers, i.e., 9 mm) around the fiber
matched with the track, and normalized to the total energy
deposit sum in the IMC. By requiring this quantity to be
less than 0.7, most of electrons are rejected while retaining
an efficiency above 92% for protons.

Because of the nature of hadronic interaction and
combinatorial track reconstruction, there is a possibility
to introduce a misreconstruction by erroneously identifying
one of the secondary tracks as the primary track. To
minimize the fraction of misidentified events, two topo-
logical cuts are applied using TASC energy-deposit infor-
mation irrespective of IMC tracking.

Further rejection is achieved with a consistency cut
between the track impact point and center of gravity of
energy deposits in the first (TASC-X1) and second (TASC-
Y1) layers of the TASC. Energy dependent thresholds are
defined using MC simulation to have a constant efficiency
of 95% for events that interacted in the IMC below the
fourth layer, which are suitable for determining charge,
energy, and trigger efficiency (hereafter denoted as “target”
events).

Backscattered particles produced in the shower affect
both the trigger and the charge determination. Primary

particles below the trigger thresholds might be triggered
anyway because of backscattered particles hitting TASC-
X1 and IMC bottom layers. Moreover the large amount of
shower particle tracks backscattered from TASC may
induce fake charge identification by releasing additional
amounts of energy that add up to the primary particle
ionization signal, resulting in a shift of the charge distri-
bution and a larger width.

Since a fraction of events triggered by backscattering is
not reproduced well by the simulations, rejection of such
events is important. For this purpose, the energy deposit
sum along the shower axis over %9 fibers (in total 19 fibers)
is used to ensure the existence of a shower core in the IMC.
This definition differs from the one used for electrons
considering the wider lateral spread of hadronic showers. In
order to fully exploit the rejection capability of events
triggered by backscattering, it is important to set an
appropriate threshold as a function of energy. Energy
dependent thresholds are defined to get 99% efficiency
for “target” events.

The identification of cosmic-ray nuclei via a measure-
ment of their charge is carried out with two independent
subsystems that are routinely used to cross-calibrate each
other: the CHD and the IMC [52]. The latter samples the
ionization deposits in each layer, thereby providing a
multiple dE/dx measurement with a maximum of 16
samples along the track. The interaction point is first
reconstructed [53] and only the dE/dx ionization clusters
from the layers upstream the interaction point are used. The
charge value is evaluated as a truncated mean of the valid
samples with a truncation level set at 70%.

To mitigate the backscattering effects, an energy depen-
dent charge correction to restore the nominal peak positions
of protons and helium to Z = 1 and 2 is applied separately

LE: 63. < Eust.JGev < 200. + Flight

+ EPICS (all)
FAEPICS p
/]EPICS He
JEPICS e

Number of Events
g %

+ Flight
+ EPICS (all)
FAEPICS p

[1EPICS He
VAEPICS &

Number of Events

FIG. 2. Examples of CHD/IMC charge distributions. Left,
center, and right panels show the CHD charge, IMC charge,
and correlation between CHD and IMC charges, respectively. Top
and bottom plots correspond to events with 63 < Epagc <
200 GeV and 630 < Epasc < 2000 GeV, respectively. An en-
larged version of the figure is available as Fig. S1 in the
Supplemental Material [54].
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to FD, EpicS, FLUKA, and GEANT4, where the same
correction is used for both protons and helium. Charge
selection of proton and helium candidates is performed by
applying simultaneous window cuts on CHD and IMC
reconstructed charges. The resultant charge distributions
are exemplified in Fig. 2. For the selection with the CHD
and IMC, energy dependent thresholds are defined sepa-
rately for the CHD and IMC to keep 95% efficiency for
“target” events.

In the lower energy region, the use of the LE trigger is
necessary to avoid trigger threshold bias due to the sharp
drop in efficiency at E < 100 GeV, an effect that extends to
the higher energy region via the energy unfolding pro-
cedure. With the exception of the offline trigger confirma-
tion threshold which is adjusted to match the hardware
trigger, the event selection criteria used in HE and LE
analyses are identical. Figure 3 shows the effective accep-
tance of LE- and HE-trigger analyses after applying all the
selection criteria. While the overall difference between the
two analyses is rather small, the difference in the low-
energy region is sizable.

Background contamination is estimated from the MC
simulation of protons, helium, and electrons as a function
of observed energy. Among them, the dominant component
is off-acceptance protons except for the highest energy
region Erasc ~ 10 TeV, where helium contamination
becomes dominant. Overall contamination is estimated
below a few percent, and at maximum ~5% in the lowest
and highest energy region. The correction is carried out
before performing the energy unfolding procedure, which
is described in the following.

In order to take into account the relatively limited energy
resolution (observed energy fraction is around 35% and the
resultant energy resolution is 30%—40%), energy unfolding
is necessary to correct for bin-to-bin migration effects. In
this analysis, we used the Bayesian approach implemented
in the ROOUNFOLD package [55,56] in ROOT [57], with the
response matrix derived using MC simulation. Convergence
is obtained within two iterations, given the relatively
accurate prior distribution obtained from the previous
observations, i.e., AMS-02 [6] and CREAM-III [8].
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FIG. 3. Comparison of effective acceptance for HE-trigger (red)
and LE-trigger (blue) analyses, obtained by MC simulation. The
difference between the two selections is the offline trigger
confirmation only.

The proton spectrum is obtained by correcting the
effective geometrical acceptance with the unfolded energy
distribution as follows:

(SQ) it (E)TAE’

n(E) =U (nobs<ETASC> — Npg (ETASC)>,

®(E) =

where AE denotes the energy bin width, U() the unfolding
procedure based on Bayes theorem, n(E) the bin counts of
the unfolded distribution, ny,(Etasc) those of observed
energy distribution (including background), ny, (Erasc) the
bin counts of background events in the observed energy
distribution, (SQ). the effective acceptance including all
selection efficiencies, and T the live time.

Depending on the on-orbit trigger mode and correspond-
ing offline-trigger threshold, two spectra are obtained with
the LE and HE analyses, respectively, as shown in Fig. S2
in the Supplemental Material [54]. For E < 200 GeV, the
use of LE-trigger analysis is required because an offline
trigger threshold higher than in the hardware trigger was
found to introduce an efficiency bias in the HE-trigger
analysis, which became evident with a scan of the offline-
trigger threshold using LE-trigger data. Since both fluxes
are well consistent in £ > 200 GeV, they are combined
around E ~ 300 GeV, taking into account the different
statistics of the two trigger modes.

Systematic uncertainties.—Dominant sources of system-
atic uncertainties in proton analysis include (1) hadronic
interaction modeling, (2) energy response, (3) track
reconstruction, and (4) charge identification. To address
these uncertainties, various approaches are used as dis-
cussed in the Supplemental Material [54]. An important
part of systematics comes from the accuracy of the beam
test calibration and its extrapolation or interpolation. The
stability of the measured spectrum against variations of
several analysis cuts is also a crucial tool to estimate the
associated uncertainties.

Considering all of the above contributions, the total
systematic uncertainty, as summarized in Fig. S4 in the
Supplemental Material [54], is within 10% and estimated
separately for normalization and energy dependent
uncertainties.

Results.—Figure 4 shows the proton spectrum measured
with CALET in an energy range from 50 GeV to 10 TeV,
where current uncertainties that include statistical and
systematic errors are bounded within a gray band. The
measured proton flux and the statistical and systematic
errors are tabulated in Table I of the Supplemental Material
[54]. In Fig. 4, the CALET spectrum is compared with
recent experiments from space (PAMELA [58,59], AMS-
02 [6], and NUCLEON [34]) and from the high altitude
balloon experiments (BESS-TeV [60], ATIC-2 [I],
CREAM-I [4], and CREAM-III [8]). Our spectrum is in
good agreement with the very accurate magnetic
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FIG. 4. Cosmic-ray proton spectrum measured by CALET (red
points) from 50 GeV to 10 TeV. The gray band indicates the
quadratic sum of statistical and systematic errors. Also plotted are
recent direct measurements [1,4,6,8,34,58-60]. An enlarged
version of the figure is available as Fig. S6 in the Supplemental
Material [54].

spectrometer measurements by AMS-02 in the low-energy
region, and the spectral behavior is also consistent with
measurements from calorimetric instruments in the higher
energy region.

Figure 5(a) shows the fits of the CALET proton spectrum
with a single power law. In order to study the spectral
behavior, only the energy dependent systematics are
included in the data points. Red, blue, and magenta lines
indicate the fit result for the energy intervals between 50
and 500 GeV, 1 and 10 TeV, and 50 GeV and 10 TeV,
respectively. The fit yields y; = —2.81 +0.03 at lower
energy (neglecting solar modulation effects) and y, =
—2.56 + 0.04 at higher energy with good chi-square values.
On the other hand, the whole range fit gives a large chi-
square per degree of freedom, disfavoring the single power-
law hypothesis by more than 36. Our spectrum can also be
fitted with a smoothly broken power-law function [6,61] as
shown in Fig. S7 of the Supplemental Material [54],
resulting in a power-law index of —2.87 4- 0.06 (including
solar modulation effects) below the breakpoint rigidity,
which is in good agreement with AMS-02 [6]. A larger
variation of the power-law index of 0.30 £ 0.08 and a
higher breakpoint rigidity of 496 + 175 GV than AMS-02
[6] are observed, though the latter is affected by relatively
large error.

Furthermore, Fig. 5(b) shows the energy dependence of
the spectral index calculated within a sliding energy
window (red squares). The spectral index is determined
for each bin by a fit of the data including the neighbor 42
bins. Magenta curves indicate the uncertainty band includ-
ing systematic errors. This result confirms a clear hardening
of the spectrum above a few hundred GeV. These results
may be important for the interpretation of the proton
spectrum (e.g., [17,18,31]), since they indicate a
progressive hardening up to the TeV region, while in good
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FIG. 5. (a) Fit of the CALET proton spectrum with single

power-law functions. Red, blue, and magenta lines indicate the fit
result for the energy ranges between 50 and 500 GeV, 1 and
10 TeV, and 50 GeV and 10 TeV, respectively. (b) Energy
dependence of the spectral index calculated within a sliding
energy window for CALET (red squares). The spectral index is
determined for each bin by fitting the data using £2 energy bins.
Magenta curves indicate the uncertainty range including system-
atic errors.

agreement with magnet spectrometers in the 100 GeV to
sub-TeV region.

Conclusion.—We have measured, for the first time with
an experimental apparatus in low Earth orbit, the cosmic-
ray proton spectrum from 50 GeV to 10 TeV, covering with
a single instrument the whole energy range previously
investigated by magnetic spectrometers (BESS-TEV,
PAMELA, and AMS-02) and calorimetric instruments
(ATIC, CREAM, and NUCLEON) covering, in most of
the cases, separate subranges of the region explored so far
by CALET. Our observations confirm the presence of a
spectral hardening above a few hundred GeV. Our spectrum
is not consistent with a single power law covering the
whole range, while both 50-500 GeV and 1-10 TeV
subranges can be separately fitted with single power-law
functions, with the spectral index of the lower (higher)
energy region being consistent with AMS-02 [6] (CREAM-
1T [8]) within errors. With the observation of a smoothly
broken power law and of an energy dependence of the
spectral index, CALET’s proton spectrum will contribute to
shed light on the origin of the spectral hardening. Improved
statistics and better understanding of the instrument based
on the analysis of additional flight data during the ongoing
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five years (or more) of observations might reveal a charge
dependent energy cutoff possibly due to the acceleration
limit in supernova remnants in proton and helium spectra,
or set important constraints on the acceleration models.
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