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We address the question of quantum memory storage for quantum dynamics. In particular, we design an
optimal protocol for N — 1 probabilistic storage and retrieval of unitary channels on d-dimensional
quantum systems. If we access the unknown unitary gate only N times, the optimal success probability of
perfect single-use retrieval is N/(N — 1 + d?). The derived size of the memory system exponentially
improves the known upper bound on the size of the program register needed for probabilistic
programmable quantum processors. Our results are closely related to probabilistic perfect alignment of

reference frames and probabilistic port-based teleportation.
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Introduction.—Since the discovery of the first quantum
algorithms [1,2] and protocols [3,4], information process-
ing with quantum systems has challenged basic paradigms
and existing limitations of computer science. In the last few
decades we have discovered that quantum information
cannot be cloned [5], its “logical value” cannot be inverted
[6], quantum processors cannot be universally programmed
[7], and universal multimeters do not exist [8,9]. No doubt,
any of these programmable devices would represent a very
useful piece of quantum technology; thus, their approxi-
mate realizations are of foundational interest [8—15]. The
no-go restrictions imposed by quantum theory are treated in
two ways. Either we ask for an approximate performance or
we allow that the perfect performance happens with some
probability of failure.

Studies of optimal approximate cloners initiated by
Buzek and Hillery [10] demonstrated that such nonideal
devices are of practical relevance, and this motivated the
study of other universal devices. In particular, it was shown
that quantum theory limits the fidelity of 1 — N clones of
qubits to (2N + 1)/3N [16]. For quantum processors
Nielsen and Chuang [7] proved that perfect (error-free)
implementation of k distinct unitary transformations
requires at least a k-dimensional program register.
Recently, cloning was also considered for quantum trans-
formations [17,18]. This unveiled an unexpected feature
called superreplication [19,20]. In this protocol, starting
with N copies of a qubit unitary transformation U, one
deterministically generates up to N? copies of U with an
exponentially small error rate. While studying the cloning
of unitaries, it was realized that there is a closely related
task of storage and retrieval (SAR), which differs only in
the causal order of available resources. While in the cloning
case the cloned device is available after the input states are
at their disposal, one can consider also a task where this
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order is reversed; thus, the device is available only before
the input states. In such a case, we need to learn [21] and
somehow store the action of the device and retrieve it once
the input states are available.

Problem formulation.—The devices transforming states
of a d-dimensional quantum system associated with a
Hilbert space H are formalized as quantum channels,
i.e., completely positive trace-preserving linear maps on
the space L£(H) of linear operators on H. Suppose that an
unknown channel I/ is provided for experiments and that
we may access it N times. However, we are asked to apply
U on an unknown state £ only after we have lost access to
this channel. Therefore, our aim is to find an optimal
strategy that stores ¢/ in a state of a quantum memory
(associated with Hilbert space H,) and allows us to
retrieve its action when needed. In the approximative
setting, this task (for unitary channels) was studied
in Ref. [22].

Our goal is to investigate the probabilistic version of the
SAR problem; in particular, we aim to find the optimal
N — 1 probabilistic storage and retrieval procedure
(PSAR). Moreover, we require the retrieved channel to
be implemented perfectly and with the same probability of
success (“‘covariance” property) for all considered chan-
nels. We will design the strategy maximizing the proba-
bility for the set of unitary channels, i.e., U (&) = UEUT for
some unitary operator U. Owing to the no-programming
theorem [7], the retrieving part of any PSAR strategy
cannot be deterministic. Thus, the successful retrieval is
described by a trace-nonincreasing completely positive
linear map (quantum operation) 7 : L(H) — L(H) pro-
portional to the unknown unitary channel, 7, = AyU.
Consequently, the success probability is Ay = tr[7 ;(&)],
and the condition of covariance implies that 1; = A for
all U.
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One-to-one probabilistic storage and retrieval.—In such
a case the unknown unitary U is applied on a suitably
chosen state |y) (in general bipartite and entangled), which
yields state |y;;) € H,, and concludes the storing phase.
Afterwards, once we want to apply unitary U on some
state £, we employ a retrieving quantum instrument
R = {R,. R}, which acts on & ® |wy)(wy| and, in the
case of success, outputs an subnormalized state AUEUT,
e, Ry: L(Hin @ Hyr) = L(How) With H = Hyy = Hour-
The retrieving quantum instrument plays the role of a
probabilistic programmable processor and the state |y ;)
programs a unitary transformation U to be performed on a
state &.

Using the Choi isomorphism [23] and requiring
perfect retrieval, we have R (EQ|yy)lwyl) =
i m [(I® " @ lwy) (wul )R] = Arin[I @ ET)|UNU|] =
AUEUT, where R, € L(Hoy @ Hin ® Hy) and |U)) =
VAU @ Dy ) with |yy) =d™'?Y]1j) ® ) (vectors
{|/)} form an orthonormal basis of H = H;, = Hou)-
Since the above identity must hold for any & and
lwu)(wult = |wi){wy| (both the transposition and the
conjugation are defined with respect to the same basis of
H ), we obtain the following perfect retrieval condition

WilRlwi) = AUNU] ¥ Uesu). (1)

Already this simple case shows that the maximization of
probability of success A involves the simultaneous opti-
mization of the storing phase (choice of |y)) and the
retrieving phase (choice of quantum instrument R). It turns
out that the optimal performance is achieved by the
(incomplete) quantum teleportation protocol [4] that is
a known example of a universal probabilistic quantum
processor [24]. Let us note that this is similar to quantum
gate teleportation invented by Gottesman and Chuang [25],
yet it is different because PSAR must work perfectly for
any unitary transformation. In particular, the optimal state
for storage is |w) = |w,) (see Fig. 1). Then the optimal
retrieval is achieved by a quantum teleportation of state &
using the stored state |y) = d~'/2|U). The generalized
Bell measurement performed on & and one part of |wy)
results in an outcome k with probability 1/d?. In such a case
we are left with the second part of |wy) in the state
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FIG. 1. Optimal 1 — 1 PSAR of unitary channels.

Uocéo,UT, where o, are generalized Pauli operators. In
case of o, =1 (associated with the Bell measurement
projection onto |y, )) the stored unitary channel is success-
fully retrieved. For all of the other outcomes, the unwanted
o) rotation cannot be undone because the unitary U is
unknown. In conclusion, the teleportation-based PSAR
succeeds with probability 1/d>. Its optimality follows from
our subsequent discussion of the optimal N — 1 PSAR.
N-to-one probabilistic storage and retrieval.—The gen-
eral PSAR strategy with N uses of a channel in the storing
phase involves all combinations of their parallel, succes-
sive, and adaptive processing and corresponds to a quantum
circuit with open slots, where the N uses of a channel can
be inserted. Such a framework is described within the
theory of quantum networks [26-29] and any quantum
circuit with open slots is represented by a positive operator
(see the Supplemental Material [30] for a short introduc-
tion). The storing network S accepts N channels as its input,
and it outputs a memory state |y ) € Hy, [see Fig. 2(a)].
Asinthe 1 — 1 case, the retrieving phase is described by a
two-valued instrument R = {R, R }. The overall action of
PSAR is a composition of S and R determining a gener-
alized quantum instrument L = {L;,£L;}. In the Choi
picture the input of PSAR corresponds to |[U){U|®N €
E(HA ® HB) and LS € E(HA ® HB ® Hout ® Hin)’
where H, = Hp = H®V. The perfect retrieval condition
[as in Eq. (1)] is
(UBVLU)EY = AUNU| ¥ Uesu(d)., (2)
where A gives the success probability. Let us stress that the
probability of success, i.e., the value of 4, is required to be the
same for all U € SU(d). Thanks to this assumption, we can
without loss of generality apply the methods of Ref. [22] to
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FIG. 2. [Illustration of N — 1 PSAR. (a) PSAR with the most
general strategy. (b) PSAR with parallel use of unitary channels.
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conclude that the optimal storing phase is parallel, as
illustrated in Fig. 2(b). Consider the decomposition U®N =
@jempw@v)U j®1,, into irreducible representations
(irreps), where U; is a unitary operator on H;, and Iy,
denotes the identity operator on the multiplicity space.
This corresponds to the following decomposition of the
Hilbert space Hy = D jeimepvemH; ® M, and we set
d; = dim(H;). The result of Ref. [22] implies that the
memory state [y) can be taken to be of the following form:

p.
v) =@\ [y €M p;20) pi=1. (3)
J J J

where [; denotes the identity operator on H;, and
Hyr = Djeirepvem M; ® H; S Hy ® Hy. The state |y)
undergoes the action of the unitary channels and becomes
o) = @;+/p;/d,|U;). Clealy, |yy) € Hyy for any U.

Let us now focus on the retrieving quantum instrument
R from L(H;, ® Hy,) to L(H,y), where subscripts in and
out refer to the system on which the retrieved channel is
applied. The perfect retrieval condition is again given by
Eq. (1) with |y;) = @;1/p,/d;|U}). As a consequence
of Eq. (2), the optimal Choi operator R, can be chosen to
satisfy the commutation relation

[Rw U/*V/ ® Um ® Vout] - O (4)
where U’ := @jUj QRI., V := EBJ-IJ» ® V,. Thanks to
Eq. (4), U'ly) = |lyy) and |y;) = |y), so the perfect

retrieval condition becomes

(WIR,ly) = (5)

where A = (1/d?){I|{y|R,|y)|I)) is the success probabil-
ity. Let us now consider the decomposition

U;@U= @ U1, (6)
Jeirrep(U;®@U) 4
which induces the Hilbert space decomposition

H; ® H = D cinepv:ou)Hs ® H, ). Let us denote by
J J

sk the set of values of j such that U; ® Vi is in the
decomposition of U7 ® V; ® U @ V*. Using Egs. (4) and
(6), we can assume [30] that R, = @P,[, @ I; ® s\
where s/) := Zuem i |1 1)»«1 »|. Given this, the

left-hand side of Eq. (5) reads
IR = a0+ (1= G001 )
7

where v; are speciﬁed in the Supplemental Material [30],

/IJ:(dJ/dz)<¢J|s |¢,), and [¢;) @,ej,,\/l’/d |Im )

Since R > 0, the perfect learning condition of Eq. (5)
holds only if v; = 0 for all J, in which case the success
probability is A = 3 ,4;. The following result translates the
optimization of A from an operator optimization problem
into a linear program.

Theorem 1.—For optimal PSAR the success probability
A is given by the following linear programming problem:

maximize A= Zdjluj,

HpPj Jec
subject to 0 < d;u; < vV jej, VYJecC
;20 Z pj=1, (8)

j€irrep(U®Y)

where C = {J € irrep(U®N @ U*)|dd; = ¢, d;}-
Proof.—We will sketch only the key steps. The complete

proof is in the Supplemental Material [30]. First, one shows

that J ¢ C implies that s) = 0. Then (for any J € 0),

=0and s) > 0 imply that /pjpj/s%,) =iy d;dj., for
some pi; > 0. Thus, 2 =" ,cc Y i, (dypy/d?)d;dy =

> jecdipy. The constraint that R, is a quantum
operation gives try,[R,] <I. Equation (4) implies
that [trow[R,]. U'V @ Ui ] =0 and  tro[R,] =

D,D)q, 1 ® Ij(dj/dj)sx)- Thus, dpy(d;/p;) <1
must hold for all J and j € j,;. Conditions on p; are from
Eq. (3). O
Case study: N - 1 PSAR for qubit channels.—In the
qubit (d =2) case the decomposition of U®V into
irreducible representations (irreps) of SU(2) reads U®Y =
DYy mod 22Uj ® L» where m; = [(2j+1)/(N/2+
J+ DIy +j) [34] and U; are the irreps of spin j with
dimension d; = 2j + 1. For convenience we work with
even N (for odd N see the Supplemental Material [30]), so
j=0,1,...,N/2. For SU(2) the complex conjugate rep-
resentation U} is equivalent to irrep U;. Thus, in Eq. (6)
we get either J = j+ 1/2 or J = j — 1/2. Altogether, J
can have values J € C={1/2,...,(N—-1)/2} or J=
(N+1)/2¢ C because 3 i dj=d;1pp+dp=
ddyand dy, # 2d(y.1)/2- The constraints in Eq. (8) imply
for any j but j = 0, N/2 the following two inequalities:

Hiv12didip < pj, )

i1 ppdid;y ) < pj. (10)

For j=0,N /2 only one of them exists. Let us define f,€[0,1]
for j=0,....N/2 as f;=(1/2)[2j/(2j+1)][(2j+2)/N+1].
Since fo =0 and fy,, =1, we can multiply Eq. (9)
by 1 - f; and Eq. (10) by f; and take the sum for all j.
A straightforward calculation gives the upper bound:

170502-3



PHYSICAL REVIEW LETTERS 122, 170502 (2019)

(N-1)/2
N+3
— > dpys1eisy——. (1)
J=3
Finally, by choosing p; = (2j+1)*/L, pji12 =

1/(L(2j+2)) (where L= (N+1)(N+2)(N+3)/6),
one proves that conditions in Eq. (8) are satisfied and the
upper bound (11) is achieved. The knowledge of y; and
p; completely specifies the state |y) and the retrieving
operation R, which can be explicitly expressed [see
Fig. 2(b)]. Let |j.j,) € H; with j, €{—j.....j} be
an orthonormal basis of the spin j irrep. By definition

|Ij>):ZJ:z:_j |j,J.) ®|J.j.). Consequently, from Eq. (3),
the dimension of the quantum memory is dimH, =

27:/ g df =L, and the optimal input state for storage

is w) = @}/ @i+ /LI,

Optimal PSAR for qudit unitary transformations.—The
optimization of N — 1 PSAR of qudit channels follows
similar steps as the qubit case, and it exploits a combina-
torial identity (Proposition 3 in Refs. [35,36]) which was
discovered and proved as a by-product of this analysis.

Theorem 2.—The optimal probability of success of N —1
probabilistic storage and retrieval of a unitary channel
U()=UU', UeSU(d) equals A=N/(N—1+d*).
The optimal state for storage is |y) := D;+/(d;/L)|I;)
[see Eq. (3)], where L := )" d7 and j € irrep(U®V).

The proof is given in the Supplemental Material [30].
Clearly, as N goes to infinity, A~ 1 — (d* = 1)/N,and 1 ~ §
implies that N ~ d”. Recalling that a d-dimensional unitary
transformation has d” parameters, we see that roughly one
use per unknown parameter is needed for reliable storage
and retrieval of the transformation. Let us note that the
storage state in Theorem 2 is optimal also for the estimation
of a group transformation in the maximum likelihood
approach [37]. Further, it is worth stressing that the optimal
PSAR protocol is achieved by a coherent retrieval; hence,
the quantum memory is essential. By contrast, optimal
approximate SAR [22] is equivalent to quantum estimation
in the maximum fidelity approach, and classical memory is
sufficient as an output of the storing phase. Use of the
optimal storage state in the design of an approximate SAR
leads to fidelity that scales as 1 — O(N~!); however, for the
optimal approximate SAR the fidelity scales as 1 — O(N~?)
[22]. This O(N) difference is the price to pay for the perfect
retrieval in the case of PSAR.

Alignment of reference frames (ARF) [38].—Let us note
that the correction of alignment errors can be modeled as a
PSAR protocol in which N uses of an unknown U/ are
stored and the aim is to retrieve the inverse transformation
U'. For SU(2) we can show that, given N uses of U, the
inverse transformation /~! can be perfectly retrieved with
the same optimal probability of success 4 (see Fig. 3 and
the Supplemental Material [30]). It follows that the success

{INWLT = )l }

Success

U'le)

Storing Retrieving

FIG. 3. A modified optimal 1 — 1 PSAR in which U is stored
and the inverse transformation U" is retrieved [SU(2) case]. The
generalization to the N — 1 case is straightforward.

probability of the probabilistic ARF protocol [38] achieves
the optimal scaling O(N~') (see the Supplemental
Material [30]).

Probabilistic port-based teleportation (PPBT).—As the
first step of PPBT [39], Alice and Bob share N suitably
entangled pairs of quantum systems. Their goal is to
teleport an unknown state £ to Bob in a way that this
state appears in one of his systems (called ports [40,41]). In
order to achieve this goal (see also Fig. 4), Alice performs a
specific measurement resulting in n € {0,1,...,N} (0
labels the failure of the protocol) and communicates this
information to Bob who selects the system from the nth
port to accomplish the teleportation. If Bob applies a
channel U/ on each of his ports (storing phase) and Alice
starts the teleportation (retrieving phase) of & afterwards,
the nth port will output /(). Strictly speaking, we swap
the nth port into a fixed quantum system, and effectively we
achieve N — 1 PSAR. Let us stress that while any PPBT
protocol can be turned into a PSAR protocol, the converse
does not hold. In a sense, the PPBT scheme provides a
structurally simple realization of an optimal PSAR proto-
col. Our results show that the optimal probability of PPBT
[42] coincides with the optimal success probability of
PSAR. However, the memory dimension dim H,, of the
optimal PSAR is exponentially smaller (see the following
paragraph) in comparison with 2N qudits used in PPBT
construction.

Implications for covariant probabilistic programmable
processors.—Up to now the best bound on the size of the
program register for universal covariant probabilistic
processors was provided by a family of PPBT processors
for which dim H,, ~ (24 =V)1/f, where f =1 — A is the
failure probability. By contrast, the retrieving phase of
optimal N — 1 PSAR defines a class of processors for

Success {1,....N'}
or failure {0}

Ule)

Retrieving

FIG. 4. Use of port-based teleportation scheme for PSAR.
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which reads dimH,, =
> eimepwery d; = (Y +@=1) where we used Schur’s result
[43]. In terms of the failure probability,
dimH,, o« (1/£)@=Y, which is exponentially smaller
(for fixed d and f — 0) than provided by PPBT-based
processors. This result can be viewed as a quantification of
achievable trade-offs imposed by the no-programming
theorem [7] on universal covariant probabilistic processors.
Although PSAR provides only an upper bound on the
size of the program register, we conjecture that the lower
bound will have the same scaling. However, this question
remains open.

Summary.—We showed that optimal probabilistic stor-
age and retrieval of unknown unitary channels on d-
dimensional quantum systems can be designed with suc-
cess probability 4= N/(N —1+d?), where N is the
number of uses of the channel in the storing phase. This
probability coincides with the success probability for
probabilistic port-based teleportation [42], and, for the
SU(2) case, with the probability of success for probabilistic
alignment of reference frames. Optimal PPBT can be
rephrased as an optimal protocol for PSAR, but for the
PSAR protocol designed here the storing memory system is
exponentially smaller and optimal in this parameter.
However, N — 1 PPBT-based PSAR implements all quan-
tum channels (not only unitary ones), and therefore its
performance is universal. The question of a potential
reduction of the memory system while keeping universality
for all channels remains open. A natural extension of this
Letter would be to consider storage and retrieval in the
presence of noise in the action of the stored unitary
channels. We performed a preliminary analysis of the noise
robustness of the optimal 2 — 1 PSAR protocol under the
influence of unbiased depolarizing noise [44] and uncov-
ered a surprising phenomenon. As expected, the success
probability decreases as the noise level increases; however,
for any noise level and any dimension d, we observed a
suppression of the noise in the successfully retrieved
channel. How the noise suppression behaves for arbitrary
N is an open question left for further investigation.

the program register size

it reads

M.S. and M.Z. acknowledge the support by the
QuantERA project HiPhoP (Project ID No. 731473),
projects QETWORK (APVV-14-0878), MAXAP (VEGA
2/0173/17), and GRUPIK (MUNI/G/1211/2017), and the
support of Czech Grant Agency (GACR) Project
No. GA16-22211S. A.B. acknowledges the support of
the John Templeton Foundation under Project ID
No. 60609, Quantum Causal Structures. The authors
acknowledge anonymous referees for suggesting the pre-
liminary analysis of storage and retrieval in the presence of
noise. The authors are grateful to Tom Bullock for a careful
reading of the manuscript. The opinions expressed in this
publication are those of the authors and do not necessarily
reflect the views of the John Templeton Foundation.

*Corresponding author.
michal.sedlak @savba.sk

[1] P. Shor, SIAM J. Comput. 26, 1484 (1997).

[2] L. K. Grover, in Proceedings of the 28th Annual ACM
Symposium on the Theory of Computing (STOC °96),
Philadelphia, 1996 (ACM, New York, 1996), pp. 212-219.

[3] C.H. Bennett and G. Brassard, in Proceedings of IEEE
International Conference on Computers, Systems and
Signal Processing, Bangalore, India, 1984, Vol. 175 (IEEE,
New York, 1984), p. 8.

[4] C.H. Bennett, G. Brassard, C. Crépeau, R. Jozsa, A. Peres,
and W. K. Wootters, Phys. Rev. Lett. 70, 1895 (1993).

[5] W. K. Wootters and W. H. Zurek, Nature (London) 299, 802
(1982).

[6] V. Buzek, M. Hillery, and R. F. Werner, Phys. Rev. A 60,
R2626(R) (1999).

[71 M. A. Nielsen and I. L. Chuang, Phys. Rev. Lett. 79, 321
(1997).

[8] M. Dusek and V. BuZek, Phys. Rev. A 66, 022112 (2002).

[9] J. Fiurdsek, M. Dusek, and R. Filip, Phys. Rev. Lett. 89,
190401 (2002).

[10] V. Buzek and M. Hillery, Phys. Rev. A 54, 1844 (1996).

[11] V. Scarani, S. Iblisdir, N. Gisin, and A. Acin, Rev. Mod.
Phys. 77, 1225 (2005).

[12] M. Hillery, V. BuZek, and M. Ziman, Phys. Rev. A 65,
022301 (2002).

[13] A.M. Kubicki, C. Palazuelos, and D. Perez-Garcia, Phys.
Rev. Lett. 122, 080505 (2019).

[14] G.M. D’Ariano and P. Perinotti, Phys. Rev. Lett. 94,
090401 (2005).

[15] D. Perez-Garcia, Phys. Rev. A 73, 052315 (2006).

[16] N. Gisin and S. Massar, Phys. Rev. Lett. 79, 2153
(1997).

[17] G. Chiribella, G. M. D’ Ariano, and P. Perinotti, Phys. Rev.
Lett. 101, 180504 (2008).

[18] A.Bisio, G. M. D’Ariano, P. Perinotti, and M. Sedlak, Phys.
Lett. A 378, 1797 (2014).

[19] W. Dur, P. Sekatski, and M. Skotiniotis, Phys. Rev. Lett.
114, 120503 (2015).

[20] G. Chiribella, Y. Yang, and C. Huang, Phys. Rev. Lett. 114,
120504 (2015).

[21] In the literature, the task of storage and retrieval is also
called quantum learning.

[22] A. Bisio, G. Chiribella, G. M. D’ Ariano, S. Facchini, and P.
Perinotti, Phys. Rev. A 81, 032324 (2010).

[23] M. Choi, Linear Algebra Appl. 10, 285 (1975); A. Jamiol-
kowski, Rep. Math. Phys. 3, 275 (1972).

[24] T. Heinosaari and M. Ziman, The Mathematical Language
of Quantum Theory (Cambridge University Press,
Cambridge, England, 2012).

[25] D. Gottesman and I. Chuang, Nature (London) 402, 390
(1999).

[26] G. Chiribella, G. M. D’ Ariano, and P. Perinotti, Phys. Rev.
Lett. 101, 060401 (2008).

[27] G. Chiribella, G. M. D’Ariano, and P. Perinotti, Europhys.
Lett. 83, 30004 (2008).

[28] G. Chiribella, G. M. D’ Ariano, and P. Perinotti, Phys. Rev.
A 80, 022339 (2009).

[29] A. Bisio, G. Chiribella, G. M. D’Ariano, and P. Perinotti,
Acta Phys. Slovaca 61, 273 (2011).

170502-5


https://doi.org/10.1137/S0097539795293172
https://doi.org/10.1103/PhysRevLett.70.1895
https://doi.org/10.1038/299802a0
https://doi.org/10.1038/299802a0
https://doi.org/10.1103/PhysRevA.60.R2626
https://doi.org/10.1103/PhysRevA.60.R2626
https://doi.org/10.1103/PhysRevLett.79.321
https://doi.org/10.1103/PhysRevLett.79.321
https://doi.org/10.1103/PhysRevA.66.022112
https://doi.org/10.1103/PhysRevLett.89.190401
https://doi.org/10.1103/PhysRevLett.89.190401
https://doi.org/10.1103/PhysRevA.54.1844
https://doi.org/10.1103/RevModPhys.77.1225
https://doi.org/10.1103/RevModPhys.77.1225
https://doi.org/10.1103/PhysRevA.65.022301
https://doi.org/10.1103/PhysRevA.65.022301
https://doi.org/10.1103/PhysRevLett.122.080505
https://doi.org/10.1103/PhysRevLett.122.080505
https://doi.org/10.1103/PhysRevLett.94.090401
https://doi.org/10.1103/PhysRevLett.94.090401
https://doi.org/10.1103/PhysRevA.73.052315
https://doi.org/10.1103/PhysRevLett.79.2153
https://doi.org/10.1103/PhysRevLett.79.2153
https://doi.org/10.1103/PhysRevLett.101.180504
https://doi.org/10.1103/PhysRevLett.101.180504
https://doi.org/10.1016/j.physleta.2014.04.042
https://doi.org/10.1016/j.physleta.2014.04.042
https://doi.org/10.1103/PhysRevLett.114.120503
https://doi.org/10.1103/PhysRevLett.114.120503
https://doi.org/10.1103/PhysRevLett.114.120504
https://doi.org/10.1103/PhysRevLett.114.120504
https://doi.org/10.1103/PhysRevA.81.032324
https://doi.org/10.1016/0024-3795(75)90075-0
https://doi.org/10.1016/0034-4877(72)90011-0
https://doi.org/10.1038/46503
https://doi.org/10.1038/46503
https://doi.org/10.1103/PhysRevLett.101.060401
https://doi.org/10.1103/PhysRevLett.101.060401
https://doi.org/10.1209/0295-5075/83/30004
https://doi.org/10.1209/0295-5075/83/30004
https://doi.org/10.1103/PhysRevA.80.022339
https://doi.org/10.1103/PhysRevA.80.022339
https://doi.org/10.2478/v10155-011-0003-9

PHYSICAL REVIEW LETTERS 122, 170502 (2019)

[30] See  Supplemental ~Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.122.170502 for a short
introduction to Quantum Networks and for the most general
versions of the proofs.

[31] W. Fulton and J. Harris, Representation Theory: A First
Course (Springer, New York, 2013).

[32] R.P. Stanley and S. Fomin, Enumerative Combinatorics,
Cambridge Studies in Advanced Mathematics Vol. 2
(Cambridge University Press, Cambridge, England,
1999).

[33] A. M. Vershik, J. Sov. Math. 59, 1029 (1992).

[34] J.I. Cirac, A.K. Ekert, and C. Macchiavello, Phys. Rev.
Lett. 82, 4344 (1999).

[35] M. Sedldk and A. Bisio, arXiv:1809.02008.

[36] S. Ramgoolam and M. Sedldk, J. High Energy Phys. 01
(2019) 170.

[37] G. Chiribella, G.M. D’Ariano, P. Perinotti, and M.FE.
Sacchi, Phys. Rev. A 70, 062105 (2004).

[38] S.D. Bartlett, T. Rudolph, R. W. Spekkens, and P. S. Turner,
New J. Phys. 11, 063013 (2009).

[39] S. Ishizaka and T. Hiroshima, Phys. Rev. A 79, 042306
(2009).

[40] S. Ishizaka and T. Hiroshima, Phys. Rev. Lett. 101, 240501
(2008).

[41] M. Mozrzymas, M. Studziski, S. Strelchuk, and M.
Horodecki, New J. Phys. 20, 053006 (2018).

[42] M. Studziski, S. Strelchuk, M. Mozrzymas, and M.
Horodecki, Sci. Rep. 7, 10871 (2017).

[43] 1. Schur, Ph.D. thesis, Universitit Berlin, 1901.

[44] This type of noise is to be expected when there are no effects
between different channel uses and no dominating type of
noise is known for the system.

170502-6


http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.170502
https://doi.org/10.1007/BF01480684
https://doi.org/10.1103/PhysRevLett.82.4344
https://doi.org/10.1103/PhysRevLett.82.4344
http://arXiv.org/abs/1809.02008
https://doi.org/10.1007/JHEP01(2019)170
https://doi.org/10.1007/JHEP01(2019)170
https://doi.org/10.1103/PhysRevA.70.062105
https://doi.org/10.1088/1367-2630/11/6/063013
https://doi.org/10.1103/PhysRevA.79.042306
https://doi.org/10.1103/PhysRevA.79.042306
https://doi.org/10.1103/PhysRevLett.101.240501
https://doi.org/10.1103/PhysRevLett.101.240501
https://doi.org/10.1088/1367-2630/aab8e7
https://doi.org/10.1038/s41598-017-10051-4

