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Recently discovered superconducting P-doped EuFe2As2 compounds reveal the situation when the
superconducting critical temperature substantially exceeds the ferromagnetic transition temperature. The
main mechanism of the interplay between magnetism and superconductivity occurs to be an electromag-
netic one, and a short-period magnetic domain structure was observed just below Curie temperature
[V. S. Stolyarov et al., Sci. Adv. 4, eaat1061 (2018)]. We elaborate a theory of such a transition and
demonstrate how the initial sinusoidal magnetic structure gradually transforms into a solitonlike domain
one. Further cooling may trigger a first-order transition from the short-period domain Meissner phase to the
self-induced ferromagnetic vortex state, and we calculate the parameters of this transition. The size of the
domains in the vortex state is basically the same as in the normal ferromagnet, but with the domain walls
which should generate the set of vortices perpendicular to the vortices in the domains.
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The coexistence of magnetism and singlet superconduc-
tivity has always been of great interest because of their
competing nature. Already in 1956, Ginzburg [1] showed
that uniform magnetism in bulk systems may destroy
superconductivity due to the electromagnetic (EM) mecha-
nism (so-called, orbital effect), i.e., generation of the
screening Meissner currents. In addition, the exchange
field tends to align electron spins parallel to each other,
which prevents the formation of Cooper pairs with the
opposite spin directions [exchange (EX) mechanism] [2].
As a result, the coexistence of uniform ferromagnetism and
superconductivity becomes possible primary in thin-film
structures with the damped orbital effect [1], spin-triplet
uranium-based superconductors [3], or artificial supercon-
ductor-ferromagnet hybrids [4–6].
In contrast, nonuniform magnetic states may peacefully

coexist with the superconducting ordering. The typical
example is the antiferromagnetic superconductors RRh4B4

and RMo6S8 with the rare-earth element R [7], where the
net magnetic moment at the scale of the superconducting
coherence length ξ is zero and, thus, does not influence
Cooper pairs. Somewhat similar cryptoferromagnetic
phases were predicted for the ferromagnetic superconduc-
tors (FSs) [8] and was later observed in ErRh4B4 [9] and
HoMo6S8 [10] together with the reentrant superconductiv-
ity (see, e.g., Ref. [11] for a review).
The early theories of nonuniform magnetism in FSs

accounted for only the EM interaction [12]. For the
isotropic compounds, the EM effect favors the spiral
magnetic texture in the superconducting phase instead of

the ferromagnetism [13,14] while magnetic anisotropy
should trigger the formation of domain structures (DSs)
[12,15] which can coexist with Abrikosov vortices [16–18].
However, further investigation of these intriguing phenom-
ena in FSs with purely EM interaction was interrupted
because it turned out that even a small exchange field
producing negligible contribution to the magnetic energy
should dramatically affect the magnetic texture of FSs [11].
In the late 1980s there were no FSs where EM interaction
could dominate, and the research became mainly focused
on the EX mechanism [8,19–23]. In principle, the effects of
EM interaction could be observed in triplet FSs. However,
in all three known triplet FSs [3] the Curie temperature θ is
well above the superconducting critical temperature Tc so
that below Tc the magnetic structure is already frozen and
insensitive to the superconductivity.
Recently, the interest in FSs with purely EM interaction

has been unexpectedly renewed with the discovery of the
P-doped EuFe2As2 compound where θ < Tc and super-
conductivity coexists with ferromagnetism in a broad
temperature interval [24–29]. The rather large critical
temperature Tc ∼ 20–30 K in the ferroarcenide family
[30] and the robustness of superconductivity towards a
disorder strongly support the s-wave character of the
superconducting pairing. In such a case, the exchange field
hEX generated by Eu atoms in the low temperature
ferromagnetic phase should be rather weak. The upper
critical field Hc2ðTÞ in EuFe2As2 compounds is charac-
terized by a large slope at Tc: dHc2=dT ∼ 3 T=K [31],
which corresponds to the small superconducting coherence
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length ξ ∼ 1.5 nm. A very strong polarization of the Eu
subsystem is achieved at fields ≳1 T [29], but it does not
result in any observable decrease of the transition temper-
ature [31] and we may conclude that hEX ≪ Tc (hereinafter
we put the Boltzmann constant kB ¼ 1). In addition, the time
resolved magneto-optical measurements in EuFe2As2 [32]
reveal a very slow relaxation time for Euþ2 spin τ ∼ 100 ps,
which implies the exchange interaction hEX ∼ ℏ=τ ∼ 0.1 K.
Moreover, the Mössbauer studies [26,33] and density-func-
tional band-structure calculations [34] indicate that the
exchange interaction between Eu atoms and superconduct-
ing electrons in EuFe2As2 and similar compounds is very
weak, hEX ≲ 1 K, and then the exchange Ruderman-Kittel-
Kasuya-Yosida contribution into the magnetic energy is
θEX ∼ NðEFÞh2EX ∼ 10−3 K [for the electron density of
states NðEFÞ ∼ 2–3 states=eV per one Eu atom [30]].
The strong spin-orbit scattering in EuFe2As2 is likely to

suppress the paramagnetic mechanism of superconductivity
destruction. When the spin-orbit electron scattering mean
free path lso is of the order of the ordinary mean free path
l (lso ≳ l), the EM interaction dominates over the exchange
one in the nonuniform magnetic structure formation, if
θEX < θðaξ2=l3Þ, where a is of the order of interatomic
distance [35]. The small value of the superconducting
coherence length in EuFe2As2 ensures the domination of
the EM mechanism.
The unusual relation θ < Tc in EuFe2As2 provides

access to the almost unexplored situation when the ferro-
magnetism nucleates in a fully developed superconducting
state. Recent pioneering experiments on the high-resolution
visualization of the magnetic texture in EuFe2As2 [36,37]
provide the first direct evidence of the transitions from the
short-period domain Meissner state to the phase where
magnetic domains coexist with Abrikosov vortices.
Interestingly, these transitions reveal hysteresis behavior
when varying the temperature [37]. However, despite the
rapid experimental progress, the theory of the magnetic
state’s evolution in anisotropic FSs with purely EM
interaction is still lacking.
In this Letter we present the theory of magnetic domain

phases in FSs with low Curie temperature and purely EM
interaction. We demonstrate how magnetic domains evolve

from a sinusoidal profile to the steplike structures when
cooling the sample. Additionally, we calculate the key
parameters of the first-order transition to the phase with
coexisting domains and vortices and suggest an explanation
for the hysteresis behavior of the domain structure in
EuFe2As2 [36,37]. Finally, we show that the domain walls
favor the generation of unusual vortices with the cores
perpendicular to the vortices in the domains.
Before going into detail we briefly overview possible

regimes in the evolution of magnetic texture with the
variation of temperature T (see Fig. 1). In the cooling
process at T ¼ Tc the superconducting Meissner phase
appears. The well-developed superconductivity prevents
the nucleation of uniform ferromagnetism at T ¼ θ. As a
result, the magnetic order emerges at the temperature
θm < θ and the magnetization has the sine profile with
only one spatial harmonic. While cooling below θm the
nonlinear effects give rise to other spatial harmonics and the
magnetization evolves towards the well-developed steplike
DS with increasing domain size. At temperature TM−V the
growing amplitude of the magnetization makes the uniform
superconducting phase less favorable than the phase with
coexisting DS and vortex lattice. However, in the cooling
regime the immediate vortex entry at T ¼ TM−V is pre-
vented by the Bean-Livingston-like barrier. This results in
overcooling of the Meissner state and the first-order phase
transition to the vortex state (VS) occurs only at T ¼ Tcm <
TM−V when the barrier vanishes. At the same time, in the
heating regime the system stays in the VS until T ¼ TM−V ,
thus demonstrating the hysteresis behavior.
As is well known, in a ferromagnetic thin-film sample

with perpendicular anisotropy the domain structure appears
in order to minimize the stray field. The period of such a
structure depends on the thickness of the sample and
usually exceeds micron size, and it is much larger than
that in the domain Meissner phase. Note that the formation
of the short-period domain Meissner state is related to the
volume effect of the interaction between magnetism and
superconductivity, while the existence of the domains in
normal ferromagnets is related to its demagnetization factor
(shape effect). In the considered case, these ferrromagnetic
domains will be in the vortex state.

(a) (b)

FIG. 1. (a) Ferromagnetic superconductor (FS) with the easy-axis magnetic anisotropy along the z axis. (b) The phase diagram
demonstrating the temperature evolution of the coexisting phases in FS with dominant EM mechanism.
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To support the above qualitative picture we calculate the
temperature evolution of the magnetic texture in the FS
with θ < Tc using the Ginzburg-Landau approach. The
free-energy functional describing the FS with the strong
easy-axis anisotropy along the z axis reads [11]

FðBz;MzÞ ¼
ðBz − 4πMzÞ2

8π
þ A2

8πλ2

þ nθ̃
M2

0

�
τM2

z þ
b
2

M4
z

M2
0

þ a2
�∂Mz

∂x
�

2
�
: ð1Þ

Here, τ ¼ ðT − θÞ=θ is the reduced temperature, M ¼
MzðxÞz is the magnetization, B ¼ BzðxÞz is the magnetic
field with the corresponding vector potential A ¼ AðxÞy, λ
is the London penetration depth, n is the concentration of
magnetic atoms, M0 is the saturation magnetization at
T ¼ 0, and θ̃ ¼ M2

0=n. The estimates for the coefficients
a and b give b ∼ 1 and a ≪ λ.
In the cooling regime the first sinusoidal harmonic of

magnetization characterized by the wave vector qm emerges
at T ¼ θm ≲ θ. To calculate the shift τm ¼ ðθ − θmÞ=θ one
may neglect the term ∝ M4

z in Eq. (1) and make the Fourier
expansion MzðxÞ ¼

R
Mq expðiqxÞdq=2π. Then using

Maxwell equations we rewrite the averaged free energy
F̄V ¼ R

FdV:

F̄ ¼
X
q

jMqj2½2π=ð1þ λ2q2Þ þ Γðτ þ a2q2Þ�; ð2Þ

where Γ ¼ nθ̃=M2
0. The condition F̄ ¼ 0 defines the

dependence τðqÞwhose minimum corresponds to the actual
temperature shift τm. The result depends on the value λ. If
λ < a

ffiffiffiffiffiffiffiffiffiffiffi
Γ=2π

p
, only the uniform state with qm ¼ 0 should

appear, while for λ > a
ffiffiffiffiffiffiffiffiffiffiffi
Γ=2π

p
, the free-energy minimum

corresponds to the sinusoidal profile MzðxÞ with
qm ¼ ð2π=Γλ2a2Þ1=4, and we find τm ¼ ð2a=λÞ ffiffiffiffiffiffiffiffiffiffiffi

2π=Γ
p

.
The period of the emerging magnetic structure is smaller
than λ, which makes this structure compatible with super-
conductivity due to the weak Meissner screening.
With further cooling below θm the emerging higher

harmonics Mq result in the crossover from the sine
magnetization profile to the steplike domains MzðxÞ ¼
�M with the increasing size. The wave vector Q of the
domain structure is determined by the balance between the
energy of Meissner currents tending to increase Q and
the domain walls’ energy, which favors small Q values. In
the limit Qλ ≫ 1, the first contribution is proportional to
M2=ðλ2Q2Þ while the estimate for the energy of the linear
domain walls appearing in the systems with strong mag-
netic anisotropy gives Γa

ffiffiffiffiffijτjp
M2Q. The minimization

of the resulting free energy shows that the wave vector
Q ∼ qmðτm=jτjÞ1=6 decreases when cooling the sample.
The above conclusion is perfectly supported by the

accurate calculations. In the easy-axis ferromagnets one

can choose the ansatz for the magnetization in the form of
the elliptic sine function: MzðxÞ ¼ Msn½2KðmÞQx=π�.
Here KðmÞ is the elliptic integral and the parameter m
controls the shape of the MzðxÞ profile. Such an ansatz
perfectly describes the gradual transition between the sine
magnetization (m ¼ 0) and the steplike one (m → 1).
Substituting the Fourier components of MzðxÞ into
Eq. (2), restoring the term ∝ M4

z , and minimizing the
resulting functional, we obtain the analytical expressions
reflecting the temperature evolution of the valuesm,Q, and
M [38]. The results confirm the very fast emergence of the
well-developed DS below θm (see Fig. 2) with the increas-
ing domain size (see Fig. 3). In the most interesting case of
the well-developed DS, i.e., m → 1, the wave vector Q,
magnetization M, and free energy F̄ take the form:

M ¼ M0
ffiffiffiffiffi
τm

p
ffiffiffi
b

p
�jτj
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−
22=3
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FIG. 2. The dependence of the parameterm describing the form
of magnetic domains on temperature τ ¼ ðT − θÞ=θ.

FIG. 3. The dependence of DS wave vector Q on temperature
τ ¼ ðT − θÞ=θ for infinite FS (red curve) and FS of the thickness
L (black curve). Inset: The same for FN slab.
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Note that well below θ the growing magnetizationMðjτjÞ
may become large enough to induce Abrikosov vortices.
The resulting coexistence phase should emerge through the
first-order transition. In the presence of the vortex lattice the
screening Meissner currents are small and, thus, at temper-
atures below the transition point instead of DS one should
have the uniform magnetization. The thermodynamic
critical temperature TM−V of such a transition can be
obtained from the comparison between the DS and VS
free energies. For the well-developed steplike profile
MzðxÞ, the former energy takes the form Eq. (4) while
the latter one reads [39]

Fv ¼
ðBz − 4πMzÞ2

8π
þ Γ

�
τM2

z þ
b
2

M4
z

M2
0

�
þ BzH̃c1

4π
: ð5Þ

Here H̃c1 ¼ Hc1 ln½βd=ξ�= ln½λ=ξ�, where Hc1 is the lower
critical field, ξ is the superconducting coherence length,
d2 ¼ 2Φ0=ð

ffiffiffi
3

p
BzÞ, Φ0 is the superconducting flux quan-

tum, and β ¼ 0.381 is the geometrical factor relevant for
the triangular vortex lattice.
In the case H̃c1≪4πMz, which is typical for FSsminimiz-

ing Eq. (5) with respect to the magnitude of the uniform
magnetization Mz, we obtain the free energy of the VS:

Fv ¼ −ΓM2
0τ

2=ð2bÞ þM0H̃c1

ffiffiffiffiffiffiffiffiffiffi
jτj=b

p
: ð6Þ

For the reasonable choice of parameters we expect
jτM−V j ¼ ðθ − TM−VÞ=θ ≫ τm; thus, the temperature of
the phase transition between the DS and the VS is

jτM−V j ¼
τm
4

�
24π

ffiffiffi
b

p

Γ
1

τ3=2m

H̃c1

4πM0

�6=5

: ð7Þ

However, the evolution of the magnetic order near the
temperature TM−V should reveal hysteresis behavior.
Indeed, in the cooling process the vortices cannot enter
the sample at TM−V because of the Bean-Livingston barrier
which vanishes only at the temperature Tcm < TM−V . The
profile of this barrier UðxÞ is determined by the interplay
between the energies of the vortex interaction with
Meissner currents and with the antivortex located in the
neighboring domain. For the steplike profile of the mag-
netization, the profile UðxÞ has the form

UðxÞ ¼ −
Φ0

4π

Z
x

0

dBvð2x̃Þ
dx̃

dx̃

−
4Φ0M
πλ2Q2

X∞
n¼0

sin½Qxð2nþ 1Þ�
ð2nþ 1Þ3 ; ð8Þ

where Bv is the magnetic field produced by the antivortex.
The condition of the barrier vanishing ðdU=dxÞjx→ξ ¼ 0
allows us to calculate the value τcm ¼ ðTcm − θÞ=θ using
Eqs. (4) and (3):

jτcmj ¼
½ ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 9γ
p þ 1�3=2ffiffiffiffiffi

54
p τm; γ ¼ 4πb

Γτ2m

�
Hcm

4πM0

�
2

;

ð9Þ
where Hcm is the thermodynamic critical field.
Taking the parameters of EuFe2As2 [29], we may

estimate the ratio between TM−V and Tcm. Since τm is
rather small τm ∼ 10−3 ≪ 1, we have γ ≫ 1 and
jτcmj ≈ ðγ3=4= ffiffiffi

2
p Þτm, and, thus, TM−V significantly exceeds

Tcm. However, the calculated value of Tcm may be sub-
stantially smaller than the temperature of the vortex entry in
experiment. Indeed, the presence of accidental vortices
trapped, e.g., at the defects, increases Tcm since the
Meissner currents near the vortex cores are of the order
of the depairing current, which favors the formation the
additional vortex-antivortex pairs. Thus, in real type-II
superconductors we expect Tcm ≲ TM−V .
Up to now we have not accounted for the finite size of the

sample. For the slab of the finite thickness L, the domain
structure produces the stray magnetic field which decays at
distances ∝ Q−1 from the slab surface. The corresponding
contribution to the free energy tends to shrink the domains,
thus making the vectorQ higher for the thinner samples at a
fixed T (see Fig. 3) [38]. However, even for the thin-film
FSs the stray field effect does not qualitatively change the
dependence QðτÞ and the domain size remains increasing
upon cooling the sample.
Interestingly, in the finite samples the emergence of the

dense vortex lattice below Tcm on top of magnetic DS
should result in substantial growth in the domain size. In
this coexistence phase the Meissner screening is almost
destroyed and the situation is fully analogous to the
nonsuperconducting ferromagnetic film (FN). In such a
film the ferromagnetic domain structure should appear to
minimize the stray field. Calculating the dependence QðτÞ
for this case we find that at a given T the domain is
significantly larger if the superconductivity is destroyed
(see the inset in Fig. 3). Such an increase of the domain size
associated with the transition to the VS was clearly
observed in Refs. [36,37]. Note that a similar effect should
exist in FSs with Tc < θ [40–42].
On experiment (see Supplemental Material to Ref. [37])

the observed in EuFe2As2 low temperature domain struc-
ture is very similar to the branched domain patterns in
normal ferromagnets (see, for example, Sec. 5.2 in
Ref. [43]). The dense vortex structure in ferromagnetic
domains in EuFe2As2 makes them equivalent to that in the
normal ferromagnets. The recent observation of the low
temperature domain structure in the overdoped normal
EuFe2As2 shows that it is basically the same as in the
optimally doped superconducting EuFe2As2 [44].
The reason for the branching of the domains in ferro-

magnets is related to the fact that the stray field energy
increases with the increase of the domain size faster than
the domain wall energy and starting some critical thickness

PHYSICAL REVIEW LETTERS 122, 117002 (2019)

117002-4



the branching of the domain becomes energetically favor-
able [45]. At low temperature the internal magnetic field in
EuFe2As2 is rather large Bð0Þ ≈ 9 kOe (which strongly
exceeds the low critical field) [37] and the period of the
Abrikosov lattice is of the order of 40 nm. So it is much
smaller than the characteristic size of the domain pattern
and then the vortices simply decorate without changing the
usual mechanism of the formation of ria-cost magnetic
domain structure observed in EuFe2As2 [37] at low temper-
ature. Note that the calculation of the branched domain
patterns in the ferromagnets is beyond the scope of this
Letter.
Interestingly, in the VS near the domain walls the

vortices can become oriented perpendicular to the vortices
in domains (see Fig. 4). This phenomenon originates from
the transformation of the linear domain walls with only one
magnetization component Mz to the Bloch-type domain
walls having an additional componentMy. This component
favors the vortex core directed along the y axis near the
domain walls. The comparison between the free energies
[38] shows that for EuFe2As2 the linear domain walls exist
in the temperature interval ΔT ∼ 0.3 K near θ, while for
lower T the Bloch domain walls appear. The subsequent
emergence of the perpendicular vortices is favorable if
4πM ≥ 4πMmin ¼ ð2λ=πδÞHc1, where δ is the domain wall
width [38]. For EuFe2As2 the estimates give
4πMmin ∼ 0.4 kOe, while 4πM ∼ 104 Oe [29,37]. Thus,
the condition of the perpendicular vortices’ appearance is
fulfilled.
In summary, we have described the temperature evolu-

tion of the magnetic domain structures and vortex-domain
coexistence in ferromagnetic superconductors with purely
electromagnetic interaction. The developed theory not
only describes the transition from the short-period
Meissner domain phase to the vortex phase recently
observed in EuFe2As2, but also predicts the formation of
“perpendicular vortices” at the domain walls.

The authors thank I. Veshchunov, L. Ya. Vinnikov, A. S.
Mel’nikov, and I. A. Shereshevskii for fruitful discussions.
This work was supported by the French ANR
SUPERTRONICS and OPTOFLUXONICS, EU COST
CA16218 Nanocohybri, Russian Science Foundation under

Grant No. 15-12-10020 (calculation of the domain shape
evolution), Foundation for the advancement of theoretical
physics “BASIS,” Russian Presidential Scholarship SP-
3938.2018.5.

[1] V. Ginzburg, Zh. Eksp. Teor. Fiz. 31, 202 (1956) [Sov. Phys.
JETP 4, 153 (1956)].

[2] B. T. Matthias, H. Suhl, and E. Corenzwit, Phys. Rev. Lett.
1, 92 (1958).

[3] D. Aoki and J. Flouquet, J. Phys. Soc. Jpn. 81, 011003
(2012).

[4] F. S. Bergeret, A. F. Volkov, and K. B. Efetov, Rev. Mod.
Phys. 77, 1321 (2005).

[5] A. I. Buzdin, Rev. Mod. Phys. 77, 935 (2005).
[6] A. Yu. Aladyshkin, A. V. Silhanek, W. Gillijns, and

V. V. Moshchalkov, Supercond. Sci. Technol. 22, 053001
(2009).

[7] M. B. Maple and Ø. Fisher, Magnetic Superconductors, in
Superconductivity in Ternary Compounds II, Topics in
Current Physics (Springer, Berlin, 1982).

[8] P. W. Anderson and H. Suhl, Phys. Rev. 116, 898
(1959).

[9] D. E. Moncton, D. B. McWhan, P. H. Schmidt, G. Shirane,
W. Thomlinson, M. B. Maple, H. B. MacKay, L. D. Woolf,
Z. Fisk, and D. C. Johnston, Phys. Rev. Lett. 45, 2060
(1980).

[10] J. W. Lynn, G. Shirane, W. Thomlinson, and R. N. Shelton,
Phys. Rev. Lett. 46, 368 (1981).

[11] L. Bulaevskii, A. Buzdin, M. Kulic, and S. Panjukov, Adv.
Phys. 34, 175 (1985).

[12] U. Krey, Int. J. Magn. 3, 65 (1973); 4, 153 (1973).
[13] R. A. Ferrell, J. K. Bhattacharjee, and A. Bagchi, Phys. Rev.

Lett. 43, 154 (1979).
[14] H. Matsumoto, H. Umezawa, and M. Tachiki, Solid State

Commun. 31, 157 (1979).
[15] H. S. Greenside, E. I. Blount, and C. M. Varma, Phys. Rev.

Lett. 46, 49 (1981).
[16] M. Tachiki, Physica 109–110(B+C), 1699 (1982).
[17] M. Ishikawa, Contemp. Phys. 23, 443 (1982).
[18] R. Laiho, E. Lahderanta, E. B. Sonin, and K. B. Traito,

Phys. Rev. B 67, 144522 (2003).
[19] P. Fulde and R. A. Ferrell, Phys. Rev. 135, A550 (1964).
[20] L. N. Bulaevskii, A. I. Rusinov, and M. K. Kulic, J. Low

Temp. Phys. 39, 255 (1980).
[21] L. N. Bulaevskii, A. I. Buzdin, S. V. Panjukov, and M. L.

Kulic, Phys. Rev. B 28, 1370 (1983).
[22] L. N. Bulaevskii, A. I. Buzdin, and S. V. Panjukov, Solid

State Commun. 43, 135 (1982).
[23] L. N. Bulaevskii and S. V. Panjukov, J. Low Temp. Phys. 52,

137 (1983).
[24] A. Ahmed, M. Itou, S. Xu, Z. Xu, G. Cao, Y. Sakurai, J.

Penner-Hahn, and A. Deb, Phys. Rev. Lett. 105, 207003
(2010).

[25] G. Cao, S. Xu, Z. Ren, S. Jiang, C. Feng, and Z. Xu, J. Phys.
Condens. Matter 23, 464204 (2011).

[26] I. Nowik, I. Felner, Z. Ren, G. Cao, and Z. Xu, J. Phys.
Condens. Matter 23, 065701 (2011).

FIG. 4. “Perpendicular” vortices appearing at the domain walls
of the Bloch type.

PHYSICAL REVIEW LETTERS 122, 117002 (2019)

117002-5

https://doi.org/10.1103/PhysRevLett.1.92
https://doi.org/10.1103/PhysRevLett.1.92
https://doi.org/10.1143/JPSJ.81.011003
https://doi.org/10.1143/JPSJ.81.011003
https://doi.org/10.1103/RevModPhys.77.1321
https://doi.org/10.1103/RevModPhys.77.1321
https://doi.org/10.1103/RevModPhys.77.935
https://doi.org/10.1088/0953-2048/22/5/053001
https://doi.org/10.1088/0953-2048/22/5/053001
https://doi.org/10.1103/PhysRev.116.898
https://doi.org/10.1103/PhysRev.116.898
https://doi.org/10.1103/PhysRevLett.45.2060
https://doi.org/10.1103/PhysRevLett.45.2060
https://doi.org/10.1103/PhysRevLett.46.368
https://doi.org/10.1080/00018738500101741
https://doi.org/10.1080/00018738500101741
https://doi.org/10.1103/PhysRevLett.43.154
https://doi.org/10.1103/PhysRevLett.43.154
https://doi.org/10.1016/0038-1098(79)90425-3
https://doi.org/10.1016/0038-1098(79)90425-3
https://doi.org/10.1103/PhysRevLett.46.49
https://doi.org/10.1103/PhysRevLett.46.49
https://doi.org/10.1080/00107518208237095
https://doi.org/10.1103/PhysRevB.67.144522
https://doi.org/10.1103/PhysRev.135.A550
https://doi.org/10.1007/BF00115620
https://doi.org/10.1007/BF00115620
https://doi.org/10.1103/PhysRevB.28.1370
https://doi.org/10.1016/0038-1098(82)90668-8
https://doi.org/10.1016/0038-1098(82)90668-8
https://doi.org/10.1007/BF00681270
https://doi.org/10.1007/BF00681270
https://doi.org/10.1103/PhysRevLett.105.207003
https://doi.org/10.1103/PhysRevLett.105.207003
https://doi.org/10.1088/0953-8984/23/46/464204
https://doi.org/10.1088/0953-8984/23/46/464204
https://doi.org/10.1088/0953-8984/23/6/065701
https://doi.org/10.1088/0953-8984/23/6/065701


[27] S. Zapf, D. Wu, L. Bogani, H. S. Jeevan, P. Gegenwart, and
M. Dressel, Phys. Rev. B 84, 140503 (2011).

[28] S. Zapf, H. S. Jeevan, T. Ivek, F. Pfister, F. Klingert, S.
Jiang, D. Wu, P. Gegenwart, R. K. Kremer, and M. Dressel,
Phys. Rev. Lett. 110, 237002 (2013).

[29] S. Nandi, W. T. Jin, Y. Xiao, Y. Su, S. Price, D. K. Shukla, J.
Strempfer, H. S. Jeevan, P. Gegenwart, and T. Bruckel,
Phys. Rev. B 89, 014512 (2014).

[30] D. C. Johnston, Adv. Phys. 59, 803 (2010).
[31] A. V. Tsvyashchenko, V. A. Sidorov, L. N. Fomicheva, K.

Gofryk, R. A. Sadykov, and J. D. Thompson, Phys. Status
Solidi B 250, 589 (2013).

[32] A. Pogrebna, T. Mertelj, N. Vujicic, G. Cao, Z. A. Xu, and
D. Mihailovic, Sci. Rep. 5, 7754 (2015).

[33] I. Nowik, I. Felner, Z. Ren, G. H. Cao, and Z. A. Xu, New J.
Phys. 13, 023033 (2011).

[34] H. S. Jeevan, Z. Hossain, Deepa Kasinathan, H. Rosner,
C. Geibel, and P. Gegenwart, Phys. Rev. B 78, 052502
(2008).

[35] L. N. Bulaevskii, A. I. Buzdin, and M. Kulic, Phys. Rev. B
34, 4928 (1986).

[36] I. Veshchunov, L. Y. Vinnikov, V. Stolyarov, N. Zhou, Z. Shi,
X. Xu, S. Y. Grebenchuk, D. S. Baranov, I. Golovchanskiy,
S. Pyon et al., JETP Lett. 105, 98 (2017).

[37] V. S. Stolyarov, I. S. Veshchunov, S. Yu. Grebenchuk,
D. S. Baranov, I. A. Golovchanskiy, A. G. Shishkin, N.
Zhou, Z. Shi, X. Xu, S. Pyon, Y. Sun, W. Jiao, G.-H.
Cao, L. Ya. Vinnikov, A. A. Golubov, T. Tamegai, A. I.
Buzdin, and D. Roditchev, Sci. Adv. 4, eaat1061 (2018).

[38] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.122.117002 for the de-
tailed calculation of the magnetization profiles at different
temperatures.

[39] P. De Gennes, Superconductivity of Metals and Alloys
(Westview Press, Boulder, CO, 1999).

[40] M. Faure and A. I. Buzdin, Phys. Rev. Lett. 94, 187202
(2005).

[41] Vu Hung Dao, S. Burdin, and A. Buzdin, Phys. Rev. B 84,
134503 (2011).

[42] I. M. Khaymovich, A. S. Mel’nikov, and A. I. Buzdin, Phys.
Rev. B 89, 094524 (2014).

[43] A. Hubert and R. Schafer,Magnetic Domains: The Analysis
of Magnetic Microstructures (Springer Science and Busi-
ness Media, Berlin, 1998).

[44] V. Stolyarov (private communication).
[45] L. Landau and E. Lifshitz, Electrodynamics of Continuous

Media (Pergamon Press, New York, 1960).

PHYSICAL REVIEW LETTERS 122, 117002 (2019)

117002-6

https://doi.org/10.1103/PhysRevB.84.140503
https://doi.org/10.1103/PhysRevLett.110.237002
https://doi.org/10.1103/PhysRevB.89.014512
https://doi.org/10.1080/00018732.2010.513480
https://doi.org/10.1002/pssb.201200770
https://doi.org/10.1002/pssb.201200770
https://doi.org/10.1038/srep07754
https://doi.org/10.1088/1367-2630/13/2/023033
https://doi.org/10.1088/1367-2630/13/2/023033
https://doi.org/10.1103/PhysRevB.78.052502
https://doi.org/10.1103/PhysRevB.78.052502
https://doi.org/10.1103/PhysRevB.34.4928
https://doi.org/10.1103/PhysRevB.34.4928
https://doi.org/10.1134/S0021364017020151
https://doi.org/10.1126/sciadv.aat1061
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
http://link.aps.org/supplemental/10.1103/PhysRevLett.122.117002
https://doi.org/10.1103/PhysRevLett.94.187202
https://doi.org/10.1103/PhysRevLett.94.187202
https://doi.org/10.1103/PhysRevB.84.134503
https://doi.org/10.1103/PhysRevB.84.134503
https://doi.org/10.1103/PhysRevB.89.094524
https://doi.org/10.1103/PhysRevB.89.094524

