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Formation of Ultrastable Glasses via Precipitation: A Modeling Study
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The precipitation of a glass forming solute from solution is modeled using a lattice model previously
introduced to study dissolution kinetics of amorphous materials. The model includes the enhancement of
kinetics at the surface of a glass in contact with a plasticizing solvent. We demonstrate that precipitation can
produce a glass substantially more stable than that produced by very long time annealing of the bulk glass
former. The energy of these ultrastable amorphous precipitates is found to be dominated by residual solvent

rather than high energy glass configurations.

DOI: 10.1103/PhysRevLett.122.088003

Glass films formed by vapor deposition can exhibit
enthalpies and volumes significantly lower than the analo-
gous glass formed by cooling of the bulk liquid [1-3]. In
the case of vapor-deposited indomethacin, e.g., the equi-
librium density was obtained in a film formed at 25°C
below the glass transition temperature, a result that would
have required somewhere between 10> and 10* years aging
of a bulk sample [4]. Very stable amorphous films offer a
range of attractive properties that include chemical stability
[5] and the selection of molecular orientation [6] with
potential applications that include organic electronics [7].

Vapor deposition, while clearly representing an important
path to the fabrication of novel amorphous materials, is not
without its drawbacks. The vacuum chamber and pumps
represent a considerable expense and the deposition requires
the vaporization of the material to be deposited, a problem for
molecules with low vapor pressures or thermally unstable
species. In this Letter we examine the possibility of avoiding
these problems by forming an ultrastable glass by precipi-
tation from solution at or below room temperature.
Precipitation can take place either via homogeneous nucle-
ation in the bulk of a solution or heterogeneously on a
substrate surface. While we focus on the former process in
this Letter, the main conclusions also apply to substrate
deposition as demonstrated in the Supplemental Material [8].

The essential physics of the problem can be understood
from the schematic phase diagram in Fig. 1. The equilibrium
phase behavior is provided by the solid-liquid coexistence
curve, where x is the mole fraction of solute. This curve
establishes the temperature dependence of the saturation
concentration and the melting point of the pure solute. In the
context of glass formers, we shall assume that the crystal is
kinetically inaccessible so that we can neglect the equilib-
rium diagram in favor of the phase behavior of the metastable
solution. That leaves us with the (metastable) liquid-liquid
coexistence, characterized by a critical temperature T,
characterizing the thermodynamics that will drive precipi-
tation. Here, we assume that the solvent crystallization occurs
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at a temperature well below the glass transition of the solute
and can therefore be neglected. To this phase diagram we add
the (nonequilibrium) glass transition line which describes
how the glass transition temperature 7', of the solute depends
on the solvent concentration. The composition dependence
of T, in abinary mixture has been studied extensively [9-12].
In most cases the variation can be modeled either as a linear
interpolation between the T';’s of the two pure species [9] or
as a modest nonlinear variant on the linear expression [12].
In this context, the low 7', component is often referred to as
a plasticizer. The glass transition line will cross the binodal
line at some of value of T = T*, the value of which depends
on the relative values of T, and T;. As is evident from
the diagram in Fig. 1, precipitation at temperatures
below 7* will result in a solute rich glass, rather than a
liquid, with a composition determined by 7', (x) rather than
the (metastable) equilibrium value.

The formation of amorphous solids during phase separa-
tion has a considerable literature and we shall briefly review
these studies. It is well established [13] that some inorganic
salts precipitate from solution into an initial amorphous solid
before crystallizing from the solid phase. These amorphous
intermediates play a significant role in biomineralization
[14]. The precipitation of silica from solution typically
involves the formation of a gel-like solid prior to complete
crystallization [15]. The amorphous precipitation during
demixing represents a general route to gel formation and
this process has been described with the same generic
diagram shown in Fig. 1 [16]. Glass formation in liquids
characterized by short range attractions can be preempted by
the arrest of alow density aggregate during precipitation [17].
The coincidence of both processes—gelation and vitrifica-
tion—has been reported [18]. The analogous processes of
condensation of a glass from a vapor [19] and from colloidal
suspensions [20] have also been studied. There has also been
considerable research into the phase separation of kinetically
asymmetric liquids, i.e., liquids characterized by a large

© 2019 American Physical Society


https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.122.088003&domain=pdf&date_stamp=2019-02-28
https://doi.org/10.1103/PhysRevLett.122.088003
https://doi.org/10.1103/PhysRevLett.122.088003
https://doi.org/10.1103/PhysRevLett.122.088003
https://doi.org/10.1103/PhysRevLett.122.088003

PHYSICAL REVIEW LETTERS 122, 088003 (2019)

solid-liquid
coexistance

liquid-liquid
coexistance

FIG. 1. (a) A schematic phase diagram for a mixture of solvent
and solute with x being the mole fraction of solute and the
concentration dependence of the solute glass transition temper-
ature 7,. Also included is 7" as defined in the text. (b) The
calculated liquid-liquid phase diagram for three different values
of J, the solvent-solute mixing energy. The glass transition line
T,(x) is also included. For J = 0.3, T* = 0.275.

difference in their respective 7;’s [21]. While the literature
summarized here includes a wealth of information about the
(nonequilibrium) phase diagrams and morphology of amor-
phous precipitation, we are unware of any previous study of
the subject of this Letter, i.e., the stability of the resulting
amorphous materials and, specifically, the conditions under
which this stability might be optimized.

The essential feature of glass physics responsible for the
increased stability of glasses formed by vapor deposition is
the enhanced kinetics at the glass surface [22] and, hence, itis
necessary that our model properly captures this enhanced
surface kinetics. We note that this enhancement is a feature of
the thermally equilibrated surface [22], and so is not simply a
consequence of a high initial kinetic energy of deposited
particles. The premise of the model is that a supercooled
liquid or glass is characterized by fluctuations in structure
that strongly influence the local kinetics. If we imagine that
we can capture that aspect of structure that exerts this kinetic
influence—Ilet us call this quantity c—then we do not need to
distinguish all the different possible structures. It is assumed
that the kinetically inert domains correspond to low energy
states. The facilitated kinetic Ising model [23] is a simple
expression of this physical situation where the quantity ¢ can
take on just two values locally—a high energy value (6 = 1
or “spin up”’) and a low energy value (¢ = 0 or “spin down”)
with an energy difference / between the two states. While the
model does make use of periodic lattice, the essential

fluctuations (i.e., those of the spin variables) are highly
disordered. The coupling between structure and dynamics is
introduced as an explicit expression of the spin flip proba-
bility in terms of the spin states of the nearest neighbors.
Specifically, a spin cannot flip, up or down, unless it has (on a
simple cubic lattice) at least three up spins on neighboring
particles. This condition becomes increasingly harder to
satisfy as the concentration of up spins decreases on cooling.
The resulting dynamics—non-Arrhenius and spatial hetero-
geneous—provides a physically reasonable account of
dynamics in a glass forming liquid [23].

The kinetic Ising model has been successfully extended
to modeling vapor deposition [24] and, more recently, the
kinetics of amorphous dissolution [25]. For this latter
problem, a second component—the solvent—was intro-
duced. The solvent particle interacts with each neighboring
solute particle with an energy J. We shall consider the case
of a positive heat of mixing, i.e., J > 0, so that the solute
will eventually demix from the solvent at a sufficiently low
temperature and we will have precipitation. Kinetically, the
solvent is considered to facilitate relaxation of the solute
particle structure o (i.e., the solvent is a plasticizer). In the
model, this behavior is modeled by associating a permanent
up spin on each solvent. Finally, we have to allow solvent
and solute exchange positions with a probability that is
consistent with the constraints already imposed. Our basic
rule is that solvent-solute neighbor pair exchanges in which
either particle is in a site that would not allow that particles
spin to flip, either before or after the exchange, are not
permitted. Mathematically, a solvent particle on lattice site i
and a solute particle (with spin o;, either 1 or 0) on
neighboring lattice site j will swap places with the
following probability,

T;j=H(m;—3)H(m;+0c;—4) min{1,exp(—J x An;;/T)},

(1)

where H(x) = 1ifx > 0and 0 if x < 0, m; is the number of
up spins neighbor to site i and An;; is the change in solvent-
solute neighbor pairs due to the swap. The requirement that
the movement of the solute into or out of solution obeys the
same cooperative kinetics as that which determines struc-
tural relaxation in the pure glass forming solute is core to
the treatment of precipitation presented here and Eq. (1)
represents the explicit statement of this core assumption.
[The details of how we treat the relaxation of structure (i.e.,
the solute spin) in solution is a subtle question that we
address in detail in the Supplemental Material [8].]

In Fig. 1(b) we present the 7T-x phase diagram for our
model. The details of the calculation are provided in the
Supplemental Material [8]. The physics of amorphous
precipitation is characterized by two temperatures: 7., the
critical temperature for demixing of the solution, and 7'y, the
glass transition of the bulk glass. These two temperatures are
set, in turn, by two characteristic energies—the heat of

J
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mixing and the activation energy, respectively—J and % in
our model. To get some idea of the relative magnitudes of
these two energies we shall consider the specific case of a
well-studied glass forming liquid, o-terphenyl (OTP). For
OTP, the activation energy at high 7 is 1.03 kJ/mol [26],
while the heat of mixing of OTP in benzene is 0.22 kJ/mol
[27]. Translated to our lattice model, this means that if we
set the activation energy & = 1.0, then we are interested in
J ~0.21. In this study we have chosen J = 0.3 for most of
the calculations presented but we shall consider the impact of
varying this quantity later in the Letter.

Having settled on the solute and solvent parameters,
precipitation is controlled by the temperature and the initial
concentration. Studies of vapor-deposited amorphous films
[1-3] have established that the slower the rate of deposi-
tion, the more stable the amorphous state that is formed.
The stability of the vapor-deposited glasses also depends
critically on the temperature of the substrate on which they
are deposited with an energy minimum of the deposited
film found at a substrate temperature roughly 0.87~0.97 .
In precipitation, the rate of aggregation is determined by the
initial solute concentration x. The lower x, the lower the
nucleation rate of precipitates clusters and the further each
solute particle must travel, on average, before deposition. If
we consider initiating precipitation by an instantaneous
drop in temperature to some final value 7', we can ask how
the energy of the precipitate depends on the choice of 7. In
Fig. 2 we have plotted the energy per particle in the largest
cluster formed as a function of the quench temperature T
for a range of different initial solute concentrations. We
have defined a cluster so as to exclude the surface
contribution to the energy. To this end, a cluster consists
of connected particles, solute or solvent, with four or more
solute neighbors.

The energetics of the precipitated clusters are presented in
Figs. 2 and 3 which constitute the major results of the Letter.
In Fig. 2, we show that the energy of the amorphous
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FIG. 2. The final energy of the largest solute cluster (defined in
the text) as a function of the quenched temperature 7 for a range
of different initial solute concentrations. The final energy of the
pure solute obtained by a cooling rate of dT/dt = 10"'2 is
indicated by the dashed horizontal line. Inset: The value of the
minimum energy as a function of the initial solute concentration.

precipitate exhibits a clear minimum with respect to 7,
analogous to the behavior of vapor-deposited glasses [1-3].
This optimal quench temperature is roughly 0.4 of the
bulk T, or ~0.7T*, with the latter relation roughly similar
to the optimal T for vapor deposition (i.e., ~0.87')). We also
establish (see insert) that the value of this minimum energy
decreases significantly as we decrease the initial solute
concentration, again similar to the reported dependence of
energy on deposition rate in from the vapor. In Fig. 3(a) we
compare the energy of the precipitated glass with the
obtained by quenching a bulk sample with the same
composition at a variety of cooling rates. We find that the
precipitate energies can be well below that of the bulk glass
and correspond to effective cooling rates over 7 orders of
magnitude slower than that accessible to simulation. In
addition to a low enthalpy, an ultrastable glass must exhibit
enhanced kinetic stability [2]. In Fig. 3(b) we establish that
the onset temperature at which the precipitated glass trans-
forms into the supercooled liquid, on heating, is significantly

0.16
0.12
E 0.08
0.04
(a)
0 ] ] ] ]
-25 -20 -15 -10
lOglo(dT/dt)
0.05
Equilibrium
0 ~ — Vapor Deposited

—= xppt = 0.95

-0.05
AE -0.1
0.15 === ,
7
02 -
—————— (b)
| | | | | | |
02575503 04 05 06 07 08
T
FIG. 3. (a) The energy of a bulk glass at the same composition
(i-e., xppy = 0.97) as that of the precipitate (obtained from a

solution with x = 0.05) as a function of the cooling rate used in
its formation (red squares) is extrapolated to lower cooling rates
(solid line). The minimum energy of the precipitate formed from
an initial concentration of x = 0.05 is indicated by a filled circle
on the energy axes with the effective cooling rates indicates by the
arrow construction. (b) The energy AE = Ey (T) — Ey (0.8)
vs T during heating runs from stable deposited-precipitated glass
(lower curve) and the as-quenched glass (upper curve) for
precipitates with a concentration x,, = 0.95 (dashed line) and
for the pure vapor-deposited glass [24] (solid black line). The
precipitate exhibits a similar kinetic stability as that found for the
model vapor-deposited glass.
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higher than that exhibited by a sample at the same compo-
sition but formed via a temperature quench from above 7.
The kinetic stability of the precipitate formed at a solution
concentration of ~0.87  is similar to that of the (pure) vapor-
deposited glass for the same model [24].

The energy E of the precipitate can be resolved into two
contributions: E = Eix + Egc Where E, ;. is the energy
associated with mixing of solvent and solute, and E, is
the energy associated with the structural fluctuations of the
amorphous solute (i.e., the spin energy in this model). All
three energies are plotted in Fig. 4 for aquenchto 7 = 0.17
for a range of initial solute concentrations x. We see that the
energy E is nonmonotonic in x. Starting from the pure
solute case, the precipitate energy increases sharply as
solvent is included, a direct consequence of the high energy
of solvent-solute interactions as seen by the comparison of
the variation of E.; and Ey,. over this concentration
range. While the structural energy decreases towards its
equilibrium value, thanks to the kinetic facilitation afforded
by the plasticizer solvent, the energy associated with
mixing solute and solvent E,;, increases. As x decreases
further, the energy E exhibits a maximum and then
subsequent decrease. This decrease is entirely due to the
decrease in E,;, a result of the increasing segregation of
solute from solvent as the slower growth of aggregation
permits the precipitate to approach the (metastable) equi-
librium concentration of the solute-rich phase as deter-
mined by the binodal line as shown in Fig. 2. Importantly,
this increasing segregation of solute from solvent does not
interfere with the enhanced relaxation of structure.

The picture, then, of the formation of ultrastable glasses
via precipitation from a plasticizing solvent is that struc-
tural relaxation, whose slow-down ultimately determines
the energy of the bulk glass, is kinetically enhanced to the
point that the structural energy of the glass is reduced to
close to its equilibrium value, something of a holy grail in
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FIG. 4. The energy E and its components, E;, and E,. of the
amorphous precipitate as a function of the initial solute concen-
tration x following an instantaneous quench from 7' = 0.5 to
T = 0.17. The energy of the pure glass is indicated by the dashed
horizontal line. Inset: the solute concentration x,, of the
precipitate as a function of the initial solution concentration x.

glass physics. The cost of this kinetic facilitation is that the
lowering of the structural energy is now compensated by
the increase in energy associated with the positive heat of
mixing of solute and solvent. We can summarize the
general requirements for the solute or solvent system.
These are (1) the solute is a glass former, (2) the solvent
T, lies well below that of the solute (i.e., the solvent will act
as a plasticizer), (3) the solute glass transition temperature
satisfies T'f soivent < Ty < T solvenr» Where the bounds are
set by the freezing and boiling points of the solvent,
respectively, and (4) 7%, as defined in Fig. 1(a), lies well
above T f glyeni- This last condition is the only one in which
the solubility of the glass former in the solvent enters, even
if implicitly. On this basis, we nominate the n-hexane—o-
terphenyl system as a possible candidate, based on criteria
(1) (o-terphenyl has a T, = 243 K [26]), (2) (n hexane has
aT, =70 K [28]), and (3) (the melting and boiling points
of n hexane are 178 and 341.8 K, respectively [29]). The
available data are insufficient to assess the final criterion.

In conclusion, we have demonstrated that a physically
reasonable model of glassy relaxation kinetics can precipitate
from a plasticizing solvent into ultrastable amorphous solids
with energies much lower than those kinetically accessible to
bulk cooling. The essential “recipe” for the formation of
ultrastable precipitates is to quench to a temperature below
T* and to use as dilute a solution as practicable to minimize
solvent trapping. The final energy of these very low energy
precipitates is, we predict, dominated by the presence of
residual solvent, rather than the intrinsic structural fluctua-
tions of the glassy solute itself.
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University of Sydney’s high performance computing clus-
ter Artemis for providing the high performance computing
resources that have contributed to the research results
reported within this paper.
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