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The charge degree of freedom in solid-state defects fundamentally underpins the electronic spin
degree of freedom, a workhorse of quantum technologies. Here we measure, analyze, and control
charge-state behavior in individual near-surface nitrogen-vacancy (NV) centers in diamond, where NV−

hosts the metrologically relevant electron spin. We find that NV− initialization fidelity varies between
individual centers and over time; we alleviate the deleterious effects of reduced NV− initialization
fidelity via logic-based initialization. Importantly, we also show that NV− can ionize in the dark on
experimentally relevant timescales, and we introduce measurement protocols that mitigate the
compromising effects of charge conversion on spin measurements. We identify tunneling to a single
local electron trap as the mechanism for ionization in the dark, and we develop novel NV-assisted
techniques to control and read out the trap charge state. Our understanding and command of the NV’s
local electrostatic environment will simultaneously guide materials design and provide unique
functionalities with NV centers.
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Solid-state defects are important tools in quantum tech-
nologies. Prominent examples include nitrogen-vacancy
[1–4] and silicon-vacancy [5,6] centers in diamond, defects
in silicon carbide [7–9], and donors in silicon [10–12], where
the electronic spin degree of freedom is commonly
employed for quantum tasks such as sensing or computing.
Importantly, these defects also harbor a charge degree of
freedom. The charge degree of freedom sets the number of
unpaired electrons that constitute the spin degree of freedom,
and so control over spin necessitates control over charge.
Lack of charge control can lead to deleterious effects on the
defect’s functionality as a qubit or sensor. However, with
sufficient understanding and control, the charge degree of
freedom can be harnessed for a variety of applications
such as high fidelity spin readout [13–16], super-resolution
microscopy [17–19], enhancing quantum coherence
[5,20], and electrical sensing modalities [21,22].
Shallow, negatively charged nitrogen-vacancy (NV−)

centers in diamond have received particular attention for
their sensing abilities, recently demonstrating nanoscale
magnetic imaging of condensed matter [23,24] and bio-
logical systems [25–27], thermal imaging [28,29], and
electrical conductivity imaging [30]. Shallow NV− centers
can also interface with other quantum elements in hybrid
quantum systems [31–33]. On the other hand, neutral NV0

centers have not achieved promising electron spin control
but are commonly observed [34–36] and result in undesired
background in NV− experiments. Notably, the diamond
surface is observed to preferentially convert NV− to NV0

[37–39], thus imposing a clear obstacle to nanoscale

sensing applications, where the NV depth is critical to
both sensitivity and spatial resolution [40,41].
Under optical illumination in bulk diamond, single NV

centers continuously interconvert between negative and
neutral charge states as the NVexchanges electrons with the
electronic bands, where the steady-state NV− population
reaches ≈0.75 under commonly used cw 532-nm excitation
[13,15,42–45]. For near-surface NV centers, however,
understanding of photoinduced charge interconversion is
largely limited to ensemble measurements, which explain
surface-induced NV− ionization as a result of upwards
band bending from surface acceptor states [37,46]. In the
absence of optical illumination, recent studies on NV
ensembles have shown that NV charge states can be both
unstable in time [47–49] and stable on timescales exceed-
ing weeks [50–52]. Instability of shallow NV− centers
under illumination or in the dark can directly compromise
computing and sensing modalities, yet understanding is
still limited.
In this Letter, we discover several intriguing charge-state

behaviors in single shallow NV centers, both under
illumination and in the dark; we focus, in particular, on
the experimentally relevant implications for sensing and
identifying the microscopic origins of charge-state insta-
bility. We find that the fidelity of optical initialization into
NV− exhibits large variations between shallow NV centers
as well as over time. We identify reduced NV− initialization
fidelity as the primary cause of reduced spin measurement
contrast in shallow NVs, which we alleviate by implement-
ing logic-based charge initialization. We also find that
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shallow NV− centers can ionize to NV0 in the dark, which
we methodically identify as tunneling to a single local
electron trap. We achieve control and readout of the trap
charge state and measure its optical ionization properties.
Further, we show that charge conversion in the dark can
produce anomalous signatures in spin measurements and,
at worst, will appear indistinguishable from T1 and T2 spin
decay; we relieve this detrimental effect by measurement
protocols we present here.
The experimental setup consists of a home-built, room-

temperature confocal microscope for optically addressing
NV− and NV0 centers, which have zero-phonon lines at
637 and 575 nm, respectively [35]. We use a 532-nm laser
for initialization and NV− spin state readout, and we use a
594-nm laser for charge-state readout. Under 594-nm
excitation, NV− is ∼40× brighter than NV0 in our setup.
NV centers are formed by 14N ion implantation at 4 keV
with a dosage of 5.2 × 1010 ions=cm2 into a 150-μm-thick
Element Six electronic grade (100) diamond substrate,
followed by subsequent annealing at 850 °C for 2.5 h
(see Supplemental Material Note 1 [53] for further details).
In this Letter, we present data for several individual NV
centers, denoted NV1, NV2, etc. The NV centers’ depths
are experimentally measured via proton NMR [57,58] and
range between ∼3 and 17 nm (see Supplemental Material
Fig. S5 [53]).
We first report on NV− initialization fidelity ρ− and its

variation in near-surface NV centers. ρ− is defined as the
probability to be in NV− immediately after 532-nm
illumination. ρ− is an important parameter because it
directly affects NV− measurement sensitivity; the NV0

state gives unwanted background while not contributing to
the sensing signal. Here we find that ρ− varies strongly
for shallow NV centers and can be significantly less than
0.75, the commonly reported value for bulk NV centers
[13,15,42–45]. In Figs. 1(c) and 1(d), we measure the NV−

initialization fidelity ρ− for two near-surface NVs in the
same sample. Plotted are the statistics for the number of
photons measured during a 1-ms-long 594-nm readout
pulse following a 532-nm initialization pulse. The photon
statistics are fit to the model in Supplemental Material
Note 2.1 [53], which is approximately the sum of two
Poisson distributions for NV− and NV0 [13,59]. The
relative contribution of the NV− distribution yields ρ−.
For NV1 presented in Fig. 1(c), we extract ρ− ¼ 0.78ð1Þ,
reproducing the typical reported value for single NVs in
bulk diamond. In contrast, we measure ρ− ¼ 0.05ð1Þ
for NV2, shown in Fig. 1(d). From a sample of 67
individual centers, we measure an average hρ−i ¼ 0.59
and a standard deviation σρ− ¼ 0.15 (see Supplemental
Material Fig. S1 [53]).
We also find that ρ− can vary in time for the same NV

center, on timescales spanning seconds to months. To
capture the faster dynamics, in Fig. 1(e) we plot two
datasets, each consisting of 1000 consecutive 1-ms-long

readouts on NV2. The two datasets, taken 2 s apart, show a
notable difference in the probability of initializing into
NV−, as measured by photon counts, indicating that ρ− is
larger in the first dataset than in the second. Coarse graining
the data by binning 1000 consecutive measurements yields
the data in Fig. 1(f), which shows that ρ− takes on discrete
values that are stable on timescales of seconds to minutes.
This discrete behavior suggests that the NV charge state is
governed by discrete metastable configurations of the local
charge environment. In practice, this environment-induced
slow blinking, which is also observed under cw 532-nm
excitation and is distinct from photoinduced hopping
between NV charge states, can reduce the sensitivity of
near-surface NV centers by introducing substantial slow
noise into measurements.
Our measurements also reveal that the average ρ−

decreases on timescales of days to months, and we find
that this decrease is strongly correlated to environmental
changes at the diamond surface. As a practical metric for
ρ−, we monitor the NV− spin fluorescence contrast in a
Rabi oscillation measurement; the contrast is reduced when
the NV spends more time in the neutral NV0 state, which
contributes spin-independent background fluorescence.
Figure 2(a) plots the Rabi contrast of NV1 as a function
of time after a standard surface preparation protocol
consisting of acid cleaning and oxygen annealing (see
Supplemental Material Note 1 [53]). The Rabi contrast was
stable at 35% for 130 days before suddenly decreasing to
5% over a span of 20 days. Other NV centers exhibit similar
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FIG. 1. NV charge-state characteristics vary with different
local charge environments. (a) The charge state of proximal
nitrogen (N) centers, vacancy (V) complexes, surface electron
traps, and surface acceptor states can all affect the NV charge
state. (b) Pulse sequence to measure NV− initialization fidelity
ρ− under 532-nm illumination. ρ− is the probability to be in
NV− immediately after the 532-nm pulse. (c),(d) Probability of
measuring n photons PðnÞ for charge stable (c) and charge
unstable (d) NV centers in the same sample. Black curve is the
sum of the fitted NV− and NV0 distributions. (e) Two sets of
1000 consecutive 1-ms-long measurements from the same data
comprising the distribution in (d). (f) Consecutive measure-
ments binned into sets of 1000 (1 s each).
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behavior, with, e.g., NV2 exhibiting a drop in ρ− from
≈0.75 to 0.05 over several months. Notably, cleaning the
surface induces a partial or full recovery of ρ−, suggesting
that changes in ρ− are dominated by surface effects.
Critically, as shown in Fig. 2(a), we find that the

reduction in Rabi contrast on NV1 (measured depth
∼3.5 nm) is strongly correlated with an increase in the
number of 1H nuclear spins on the diamond surface, as
measured via NV-based nuclear magnetic resonance
[26,60]. The root-mean-square magnetic field Brms pro-
duced by surface 1H is measured with an XY8-k sensing
sequence (see Supplemental Material Fig. S5 [53]) [57,61].
The reason for the increased 1H is unclear, but we make a
few observations. The 1.5 μT Brms value measured after
long air exposure is too large to be exclusively due to a two-
dimensional surface hydrogen termination layer, indicating
that other adsorbates such as water or hydrocarbons are
contributing. Further, other NV centers did not exhibit
similar changes in contrast and 1H density between days
130 and 150, and hence we speculate that laser illumination
plays a role, as we illuminated only NV1 during that period.
Maintaining high Rabi contrast over extended periods of
time is critical for NV-based sensing, and the correlation
discovered here motivates further investigation.
The deleterious effects of low ρ− on Rabi contrast can

be alleviated by implementing a measurement protocol
[Fig. 2(b)] that checks for successful NV− initialization
prior to the spin measurement sequence. In Fig. 2(c), we
plot a Rabi measurement with and without this precheck;
the spin measurement contrast increases from 14 to
50 k counts=s and the measured signal-to-noise ratio
increases threefold. This result also confirms that poor
NV− initialization fidelity is the dominant source of
reduced Rabi contrast. In demonstrating this precheck
technique in Fig. 2(b), we postselect on the raw data by
removing measurements where no photons are detected

during the 10-μs, 594-nm NV− check in Fig. 2(b). In
practice, to increase measurement sensitivity, one
would integrate on-the-fly logic to reinitialize after a failed
precheck.
We now turn to a discussion of NV charge-state

dynamics in the dark. In Fig. 3(b), we plot the NV−

population as a function of dark wait time after a 532-nm
initialization pulse [Fig. 3(a)] for five NVs; we find NV−

ionizes to NV0 in the dark with a wide distribution of decay
times. All NVs fit well to a model of exponential decay

ρ−ðtÞ=ρ−ð0Þ ¼ 1 − Að1 − e−ΓctÞ; ð1Þ

where decay rate Γc, starting NV− population ρ−ð0Þ, and
decay amplitude A are free fit parameters. The five NVs
plotted in Fig. 3 span 4 orders of magnitude in Γc, with
timescales ranging from 100 μs to seconds. From a sample
of 108 individual centers, approximately 10% of NVs
have Γc > 50 s−1, 10% have 50 s−1 > Γc > 20 s−1, 30%
have 20 s−1 > Γc > 1 s−1, and 50% have Γc < 1 s−1. We
do not observe a dependence of Γc on magnetic field or a
strong correlation with NV depth (see Supplemental
Material Table S1 [53]). See Supplemental Material Note
2.2 [53] for details of measuring ρ−ðtÞ.
We find the dark ionization process is highly dependent

on initialization power and duration. Figure 4(a) plots the
charge decay observed on NV5 [middle curve in Fig. 3(b)]
for initialization times tinit ¼ 3 and 200 μs. Interestingly,
the two fits yield the same Γc but A changes substantially;
as t → ∞, NV− decays to NV0 in 98% of the measurement
shots for tinit ¼ 200 μs, but only in 42% of the shots with
tinit ¼ 3 μs. To arrive at a more quantitative understanding,
we repeat the measurement in Fig. 4(a), varying tinit over a
large range of values. The dependence of A on tinit is plotted
in Fig. 4(b) at six laser powers, and the result is fit well by
an exponential with a rate that increases with power. Γc
does not change with tinit or power (see Supplemental
Material Fig. S2 [53]). We note that, in Fig. 3, the laser
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FIG. 2. (a) Rabi contrast and root-mean-square magnetic field
Brms produced by surface 1H versus time under ambient con-
ditions. Rabi contrast is defined as the peak-to-peak amplitude of
the photoluminescence (PL) oscillations divided by the maxi-
mum PL. (b) Rabi pulse sequence for (c) including logic-based
charge initialization protocol. (c) Photoluminescence-based
measurement of Rabi oscillations on charge unstable NV center
(ρ− ≈ 0.15), with (orange diamonds) and without (red circles)
using precheck protocol.
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FIG. 3. NV− survival probability in the dark after 532-nm
initialization. (a) Measurement sequence for (b). (b) NV− ion-
ization in the dark measured on five representative NV centers;
solid curves are fits to the exponential decay in Eq. (1). Left to
right, Γc ¼ 10730ð30Þ, 4030(10), 331(1), 48.9(6), 2.41ð8Þ s−1.
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power and tinit were chosen on each NV such that A reaches
its saturation value.
To explain the observations of Figs. 4(a) and 4(b), in

Fig. 4(c) we present a model of electron tunneling to a single
local electron trap with fixed tunneling rate Γc. If the trap is
empty, NV− will decay to NV0 as t → ∞; A then represents
the probability that the trap is empty. In our model, the green
illumination ionizes the trap at rate ΓT and thus empties the
trap with probability A ∼ 1 − exp ð−ΓTtinitÞ, as observed in
Fig. 4(b). To repump the trap between measurement repe-
titions, we optically initialize into NV− and wait in the dark
for a time >3=Γc. A key result is that the presence of
multiple dominant traps is inconsistent with the data in
Fig. 4. Multiple dominant traps would result in a non-
monoexponential decay and necessitates that the fitted Γc
increase with A, which we do not observe (see Supplemental
Material Note 3 [53]). We find no dependence of Γc on A for
all centers where Γc versus A is measured (NV3, NV4,
NV5). With this analysis, we identify the mechanism for
charge decay as tunneling to a single local electron trap.
Moreover, we can quantitatively set the trap charge-state
population by varying tinit as in Fig. 4(b).
We probe the ionization properties of the trap with our

NV-assisted control and readout capabilities: we intention-
ally populate the trap via tunneling from NV− to trap,
then ionize the trap optically while repopulating NV−,

and finally measure the trap charge state via NV−

ionization in the dark. In Fig. 4(d), we plot the trap
ionization rate ΓT versus 532-nm laser power. We find ΓT

is fit well by a saturation model of aP2=ðPþ PsatÞ, where
a ¼ 814ð43Þ s−1=μW, P is laser power, and the saturation
power Psat ¼ 65ð23Þ μW. This power dependence is
consistent with trap ionization by a two-photon transition
through an orbital excited state; we note that NV− requires
the energy of two 532-nm photons to photoionize [42], and
we expect the trap is lower in energy than NV−. In Fig. 4(b),
we also observe that Aðtinit ¼ ∞Þ increases with laser power,
which is qualitatively reproduced by ΓT=ðΓT þ ΓcÞ as a
consequence of the rate equations under illumination (see
Supplemental Material Fig. S6 [53]). Physical trap candi-
dates where tunneling could be energetically favorable
include vacancy-related complexes, specifically divacancy
[50,62] and surface sp2 defects [63]. The lack of strong
correlation between Γc and NV depth (Supplemental
Material Table S1 [53]) is consistent with our observation
of a single dominant trap and further suggests that the traps
reside inside the diamond and/or that the traps are on the
surface with a low density.
We now turn to a discussion of the detrimental effects of

charge conversion in the dark on spin measurements, as well
as the appropriate mitigation protocols. In Fig. 5(a), an
exponential fit to a typical T1 measurement on NV5 yields
different relaxation rates depending on the duration of
the green initialization pulse, indicating the presence of
confounding effects that mask the true value of the spin T1.
The T1 measurement in Fig. 5(a) employs a common-mode
rejection technique referred to as a differential measurement:
plotted is the difference between two PL measurements, one
with and one without a microwave jms ¼ 0 → 1i π pulse
immediately before readout [64]. The differential measure-
ment alleviates effects of recombination in the dark, but
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FIG. 4. (a) Charge decay measurement [Fig. 3(a)] on NV5 with
225-μW, 532-nm excitation for tinit ¼ 3 μs (light circles) and
200 μs (dark diamonds). Solid curves are fits to Eq. (1). (b) Fitted
values of A for varied initialization times at six laser powers
ranging from 15 to 475 μW. The solid curves are fits to a model
of exponential saturation with rate ΓT þ Γc. (c) Model for charge
decay: a local electron trap is ionized during initialization at rate
ΓT and captures an electron from NV− at fixed tunneling rate Γc.
A is then the probability that the trap is empty. (d) Trap ionization
rate ΓT versus laser power. Solid curve is a fit to aP2=ðPþ PsatÞ.
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FIG. 5. Removing the effect of NV− ionization in the dark from
spin measurements. (a) Differential T1 measurement on NV5,
measured with a spin-to-charge sequence [13,30]. Initialization
times of 2 μs (purple circles) and 9 μs (blue diamonds) yield
inconsistent signals. Curves are fits to expð−ΓtÞ. (b) Normalizing
for charge decay during the dark τ time for the signals in
(a) renders agreement between the two measurements and yields
Γ consistent with spin relaxation rates of other NVs in the same
sample (Γ1 ∼ 200� 30 s−1).
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importantly does not alleviate ionization in the dark (see
Supplemental Material Note 4 [53]). A differential T1

measurement in the case of ionization in the dark, as in
Fig. 5(a), yields data PLdiff;T1

with

PLdiff;T1
ðtÞ ¼ C exp ð−Γ1tÞ½ρ−ðtÞ=ρ−ð0Þ�; ð2Þ

where Γ1 ≡ 1=T1 and C describes the contrast between the
spin states. For NV5 presented in Fig. 5, tinit ¼ 2 and 9 μs
produce different ρ−ðtÞ (Fig. 4), and thus fitting to expð−ΓtÞ
results in different values of Γ, neither of which are Γ1.
In practice, the biexponential decay of PLdiff;T1

may be
indistinguishable from a monoexponential decay with Γ≈
Γ1 þ AΓc, and so we emphasize that NV− ionization in the
dark requires attention.
To fully mitigate charge ionization in the dark, in

Fig. 5(b) we divide the data PLdiff;T1
by ρ−ðtÞ, which is

measured separately in the same measurement sequence. In
this way, we isolate the spin relaxation signal expð−Γ1tÞ,
bringing the data and the fitted values of Γ into agreement
for the two initialization times. The same analysis and
mitigation protocol hold for T2 measurements as well. See
Supplemental Material Note 4 [53] for a discussion of
other cases.
In conclusion, we show that the charge-state properties

of NV centers both under illumination and in the dark
depend on the charge configuration of the local discrete
environment, and shallow NV centers can exhibit a
significantly lower and less stable NV− population relative
to bulk NVs. These observations have direct implications
in measurement sensitivity and validity, which can be
addressed with the various measurement protocols we
present here. Our results on environment-induced effects
further indicate that, while bulk NV− centers are reported to
have superior stability, NV− could become unstable due to,
e.g., lattice damage from implantation or fabrication: our
analysis and protocols are then directly applicable in these
possible situations. We also develop techniques to control
and read out the charge state of local electron traps, which
future experiments could use to directly identify the trap’s
structure and characterize the NV-trap tunneling mecha-
nism [65]. For instance, one can measure NV-trap separa-
tion by measuring trap-state-dependent electric fields
[66,67], or one could measure the trap position in the
band gap by varying the optical excitation energy. On the
other hand, the NV-trap tunneling mechanism could be
utilized for quantitative and highly sensitive measurements
of electrochemical potentials or for the production of
tunable local electric and magnetic fields.
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