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In flat space, changing a system’s velocity requires the presence of an external force. However, an
isolated nonrigid system can freely change its orientation due to the nonholonomic nature of the angular
momentum conservation law. Such nonrigid isolated systems may thus manifest their internal dynamics as
rotations. In this work, we show that for such systems chaotic internal dynamics may lead to macroscopic
rotational random walk resembling thermally induced motion. We do so by studying the classical harmonic
three-mass system in the strongly nonlinear regime, the simplest physical model capable of zero angular
momentum rotation as well as chaotic dynamics. At low energies, the dynamics are regular and the system
rotates at a constant rate with zero angular momentum. For sufficiently high energies a rotational random
walk is observed. For intermediate energies the system performs ballistic bouts of constant rotation rates
interrupted by unpredictable orientation reversal events, and the system constitutes a simple physical model
for Lévy walks. The orientation reversal statistics in this regime lead to a fractional rotational diffusion that
interpolates smoothly between the ballistic and regular diffusive regimes.
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It is well known that deformable systems, such as cats,
can rotate with zero angular momentum, by performing a
cyclic sequence of internal deformations. This deforma-
tion-induced rotation (DIR) is a direct result of the non-
holonomic constraint imposed on nonrigid bodies by the
conservation of angular momentum [1]; as a result, the
orientation of deformable systems is a history-dependent
function of the system’s shape deformations. Such systems
have been studied extensively in the context of control
theory, for example, in the study of falling cats [2] and of
gymnastic maneuvers [3]. The dynamics of these systems
are often formulated in terms of a gauge field on the space
of free variables [4], the gauge freedom related to the
ambiguity in defining the orientation of a deformable
system. The history dependence of the nonholonomically
constrained variables manifests in the accumulation of the
relevant geometric phase, reminiscent of Berry’s phase
[5.6], along the trajectory of the system. In mechanical
systems in particular, DIR allows the deformable system’s
orientation to serve as a sensitive measurable for the nature
of the system’s internal dynamics.

In this work, we exploit the dynamical variability of a
mixed conservative system that can perform DIR and show
that an extremely simple mechanical system in isolation
can exhibit vastly different types of self-driven rotational
motion. Specifically, we study the nonlinear dynamics of
the harmonic three-mass system with finite rest lengths
[Fig. 1(a)]. Three-body systems are the minimal systems
capable of DIR as at least two distinct shape degrees of
freedom are required to produce rotation. Similarly to the
harmonic benzene molecular model [7], despite the purely
harmonic interactions, geometric nonlinearities lead to
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positive Lyapunov exponents and chaotic dynamics for
large enough strains [8]. For low-energy states the system
behaves regularly as expected given the underlying pair-
wise harmonic interactions. We show that this mixed phase
space is responsible for statistically distinct types of self-
driven rotation, from regular motion through fractional
diffusion to regular diffusion, determined almost solely by
the energy of the system. In between the regular and
diffusive limiting behaviors, we observe sticking dynamics
typical of mixed systems [15]. This gives rise to anomalous
diffusion characterized by fractional exponents and con-
stitutes a simple mechanical model for Lévy walks.
Despite the relatively high dimension of its phase space,
the statistics of the dynamics are determined almost solely
by the energy of the system. Thus, the rotational statistics
provide a sensitive measurable for the type of dynamics

FIG. 1. The symmetric harmonic three-mass system. (a) Sketch
of the system with equal masses m, spring constants k, and rest
lengths L. 0 is the angle between r, and the x axis, used to
determine the orientation of the three-mass triangle. Panels (b)—
(d) present the normal modes and corresponding frequencies,
commonly known as the symmetric stretch, isometric bend, and
asymmetric bend, respectively.
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while the energy serves as a robust control parameter
through which the transition from regularity to chaos and
the origin of fractional statistics in mixed autonomous
Hamiltonian systems can be studied.

The harmonic three-mass system is described by the
autonomous Hamiltonian,

3 p2 kl] 2
5 L
i=1 (i)
where I',»j =Tr;— I'j, and rl’j = |I‘l-j| = I‘ij . I‘,»j.

We consider only motions of zero total angular momen-
tum. Thus, the motion is constrained to a plane [16], and it
suffices to analyze the problem in two dimensions. The
geometric nonlinearities originating from the nonvanishing
rest lengths of the harmonic springs manifest algebraically
in the square root in the potential term and break the
integrability of the system [7,8].

The system’s dynamics are studied using a symplectic
numerical integrator; see Supplemental Material (SM) for
details [8]. The parameters are chosen to be uniform for all
the masses and springs: m; = 1, k;; = 1, and L;; = 2, and
the corresponding equilibrium state of the system is an
equilateral triangle. The typical timescale is 7,=+/m/k=1

and the reference energy scale is E; = 3/2kL* = 6, which
corresponds to the elastic energy required to shrink the
triangle to a point. All the initial conditions prescribed to
the system have zero angular and linear momentum, and
are obtained by determining the amplitudes and relative
phases of the normal modes in the shape variables [17].
Simulating the system for a variety of initial conditions
spanning a wide range of energies, we identified four
qualitatively distinct types of trajectories, approximately
corresponding to four energy regimes. The time evolution
of the orientation of the three-mass triangle for each of
these four types of trajectories is depicted in Fig. 2.

Initial conditions of very small energies E < 1 result
in regular oscillatory motion superimposed on rotation
with a constant average angular velocity [Fig. 2(a)]. The
normal modes of motion in this regime seem harmonic
and noninteracting, and naively one could attempt to
linearize the Hamiltonian about a particular rest configu-
ration of the spring-mass triangle. This textbook-type
exercise [19] yields frequencies that agree with the
observed frequencies, yet it predicts oscillations about
a specific state and fails to produce a constant average
angular velocity.
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FIG. 2. Four typical trajectories of the orientation of the three-mass triangle as a function of time (a)—(d), their power spectra (e)—(h),
and a long-exposure image of their dynamics with each mass colored in a different color (i)—(1). The initial conditions differ in energies:
(a),(e),(1) E = 0.02, (b),(),§) E = 0.28, (c),(g),(k) E = 0.62, (d),(h),(I) E = 1.29. The energy units fit the simulation parameters m = 1,
L =2, k=1 for which the typical energy scale reads E; = 3kL?/2 = 6. (a),(e),(i) At low energies E < 1, the system behaves
quasiperiodically, with frequencies fitting the linear modes of the system, peaking at the degenerate linear frequency \/3/_2 (b),(H),(j) At
slightly higher energies 0.05 < E < 0.3, the degenerate frequencies split, leading to beating, and the system displays nonlinear yet
regular oscillations. (c),(g),(k) At higher energies 0.3 < E < 0.7, the system becomes observably chaotic, exhibiting quasiperiodic
motion on short timescales, and unpredictable transitions between constant angular velocity bouts on long timescales that show high
sensitivity to initial conditions. The power spectrum fills up, adopting a constant @2 slope yet continues to display a significant peak
around the linear frequency \/3/_2 (d),(h),(I) Around the energy E = 0.7, the system loses its short-time periodicity and the orientation
resembles a random walk. The power spectrum shows that all frequencies are excited with approximately the same power, and the linear

frequencies lose significance.
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In order to properly capture the motion of the spring-
mass system, a reduced description that does not restrict the
dynamics of the system is necessary, as has been carried out
for general three-body systems in several works [20-23].
The reduction process consists of describing the system as a
deforming triangle placed in the plane instead of as three
masses moving independently. From the rotational sym-
metry of the problem, only the velocity of the orientation
variable appears in the equations, and can be reduced by
setting the angular momentum to zero. In our case, the
reduced Hamiltonian reads

k
H,eqg =w(pi+p3+p3) +Z§(rij(w) —-L),  (2)
(ij)

where
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The shape variables w = (w;,w,,w3), presented in
Refs. [17,18] for three-body systems, are a Bloch sphere
representation of the two relative Jacobi coordinates of the
three masses, and the p;’s are their canonically conjugate
momenta. The orientation variable € describes the angle
formed between the line connecting m; and m, and the
x axis. The center-of-mass coordinates decouple from the
rest of the system and are set to zero.

Expanding the reduced Hamiltonian Eq. (2) about its
equilibrium shape, the resulting dynamics describe the
low-energy dynamics well. Unlike the small displacement
approximation, in the present case calculating the full
motion resulting from these oscillations yields a non-
vanishing averaged angular velocity given, to first non-
vanishing order, by

= 13 .
0=1¢ \/2A1A2 sin(Ag), (3)

where A; and A, are the amplitudes of the two degenerate
normal modes, the symmetric stretch and the isometric bend,
and Ap = ¢, — ¢, is the phase difference between them,
and determines the direction of rotation. This zero angular
momentum ratcheting motion is a direct outcome of the
spectrum’s degeneracy, resulting from the symmetries of
the system. Equation (3) was first derived in Ref. [22] for
infinitesimal perturbation of a collinear molecule assuming
degenerate frequencies. In our case the degeneracy is a direct
result of the details of the linearized system.

It is somewhat surprising that the constant average
angular velocity persists at higher energies, where the
degeneracy breaks, the oscillations become nonlinear,
and the angular motion displays beating. Indeed, in the

quasiperiodic nonlinear regime, typical for 0.05 < E <0.3
[Fig. 2(b)], the prediction of the averaged angular velocity
Eq. (3) increasingly deviates from the one observed
numerically as the energy is increased and the interaction
between the modes becomes more pronounced. These
nonlinear oscillations are explained by the Kolmogorov-
Arnold-Moser theorem, which predicts the persistence
of regular trajectories in almost-integrable systems. Their
frequencies are well captured by Birkhoff normal form
theory, presented in Ref. [24] and applied to the harmonic
three-body system in Ref. [25], where the beating observed
in the dynamics of € is identified with periodic energy
transfer between the degenerate modes.

For moderate energies 0.3 < E < 0.7, the regular nature
of the dynamics of the system breaks for most initial
conditions, manifesting in the “filling up” of the spectrum
observed in Fig. 2(g). For short times the motion is
reminiscent of the regular motion observed for lower
energy, but portrays some irregularities. After a finite
time the direction of the rotation abruptly reverses and
the system rotates, again with a constant average angular
velocity, in the opposite direction. This sticking of chaotic
trajectories to quasiperiodic trajectories for long times is
typical of mixed systems. Aside from the transition regions,
the motion remains very close to the quasiperiodic trajec-
tories explaining the peak of the power spectrum around
o = +/3/2 [Fig. 2(g)].

The durations of the constant velocity bouts are highly
sensitive to initial conditions, and for energies at the lower
limit of this regime the tail of their probability density
function (PDF) fits a power law: P(7) « z7*~!. This fits the
setting of the stochastic Lévy-walk model [26] used to
describe anomalous sub- and superdiffusive phenomena
in systems ranging from quantum transport [27], through
turbulence [28], to biological locomotion [29]. For values
of 1 < v < 2, the model predicts an angular mean-squared
displacement (MSD) exponent (6?) o t* that satisfies
a =3 —v. In our system, near the loss of integrability
the obtained values of v are close to 1 and a follows
this prediction well (Fig. 3). However, as the energy is
increased, the bout length PDF exponent v increases away
from 1 and the fit to a clean power law deteriorates. In this
regime « also deviates from the Lévy-walk predicted value,
yet it continues to decrease monotonically.

The mechanism behind these power-law sticking time
statistics in Hamiltonians, observed in various mixed
systems [30,31], has not been completely elucidated.
For low-dimensional systems d < 2, a quantitative model
has been formulated [32] and shown to accurately predict
the MSD anomalous exponent [33,34], but for higher-
dimensional systems (such as ours) the mechanism is still
unresolved [35].

As the energy rises, the constant average angular velocity
bout times shorten until at sufficiently high energies,
0.7 < E £ 6, the linear frequencies disappears [Fig. 2(d)]
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FIG. 3. Comparison between the angular MSD and the bout-
length PDF in the regime of motion 0.3 < E < 0.7, where the
motion is composed from bouts of constant averaged angular
velocity of varying times. Panels (a) and (b) show the process of
calculating the bout-length PDF, W(T'), for a trajectory with E =
0.31 by identifying the turning points between segments of
constant averaged angular velocity. Panel (a) shows the given
trajectory with red asterisks marking the turning points identified
by the algorithm. Panel (b) shows the resulting ¥(7) in a log-log
plot along with the linear fit. Panels (c) and (d) show the process
of calculating the MSD for the same trajectory, by averaging
[0(T) — 0(0)]? over 10* runs (see SM [8]). When T is big enough,
the MSD is an excellent fit to a power law (AQ(T)?) « T* with an
anomalous diffusion exponent a, as depicted in (d). (¢) The PDF
power v as a function of the anomalous diffusion exponent a
for several initial conditions in the relevant energy range
0.3 < E £0.7. The black solid line and red dotted line show
the Lévy-walk model prediction, @ =3 —v. For the lower
energies E =~ 0.3 (the enlarged region) the two exponents follow
the Lévy-walk prediction well. As the energy grows, the average
bout length shortens and a decreases, changing from almost 2 to 1
at high enough energies, E 2 0.7. The PDF fit to a single power
law gradually deteriorates with increasing energy and we observe
significant deviations from the power-law-based Lévy-walk
prediction.

and the MSD exponent satisfies @ = 1, characterizing a
standard random walk. This deterministic regular diffusion
results from a sufficiently rapid memory loss of the initial
conditions due to the chaotic dynamics. However, chaos
and deterministic diffusion are not directly related; non-
chaotic systems may exhibit diffusion [36], while chaotic
dynamics may fail to produce regular diffusion, such as in
the intermediate energy regime of our system: although the
largest Lyapunov exponent is positive [8], the diffusion is
anomalous. While the MSD in this regime resembles the
result of a Wiener process [37], it is the outcome of a

relatively low-dimensional deterministic chaotic process
rather than resulting from stochastic noise associated with
a diverging Kolmogorov-Sinai entropy [38]. Moreover,
much like in the Fermi-Pasta-Ulam system, it is unclear
if the system reaches thermal equilibrium and equipartition
[38]. The deviation of higher order moments of the angular
displacement from the expected linear relation of an
uncorrelated random walk model (see SM [8]) indicates
that some correlations are retained.

The lowest energy for which @ = 1 is only slightly above
the threshold energy for collinear configurations £ = 2/3
(Fig. 4). Collinear configurations followed by orientation
reversal of the spring-mass triangle, which are rare at
E > 2/3, become more and more frequent as the energy is
increased. However, the angle 0 is still well defined, and
strobing its value only whenever the triangle returns close
enough to its original unreflected shape (up to similarities)
produces the same statistics.

The harmonic three-mass problem shows a remarkable
variety of behaviors with the total energy content of the
system as the main control parameter. As the system is
mixed, islands of regular behavior are found for every value
of the total energy in the system; however, they become
small fast as the energy is increased. This allows us to study
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FIG. 4. The diffusion exponent a (a) and diffusion coefficient D
(b) satisfying (6%) = 2Dt* plotted as a function of the energy for
various types of initial conditions (IC). Error bars are smaller than
the symbols. The (blue) circle, (red) asterisk, and (green) square
symbol correspond to initial conditions set by different phase
differences between the degenerate modes. The (gray) pentagram
plot corresponds to irrational initial phase difference. The
(magenta) diamond plot corresponds to random initial conditions.
Formostinitial conditions the energy suffices for predicting a. Near
E = 0.35 trajectories begin to change from ballistic angular motion
where a =2 (dark gray background) to anomalous diffusion,
where 1 < a < 2 (light gray background), and at around E = 0.7
trajectories begin to change to regular diffusion (clear background),
where a = 1. In this regime, the diffusion coefficient appears to be
linear in the energy with a slope 0.32 and an offset at £~ 0.5.
The MSD is calculated by averaging over a large ensemble of
similar initial conditions; see SM for details [8].
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a typical behavior for every energy value, manifesting in
the data collapse of the fractional diffusion exponent «
and of the diffusion coefficient D as a function of the
energy for a variety of initial conditions (Fig. 4). The
mechanical simplicity of the system makes it a viable
option for experimental realization of Lévy walks and
stochastic orientation reversals, if the numerically observed
phenomena can survive friction.

As the evolution of the nonholonomic variable depends
on the full history of the dynamics of the independent
variables in the system, it serves as an exceptionally good
proxy for temporal correlations between the independent
variables. We argue that in general, whenever probing the
dynamics of a nonholonomically constrained variable in a
mixed Hamiltonian system, such fractional statistics are to
be expected. Within the regular trajectories the constrained
variable will propagate ballistically. As the chaotic domains
grow, stochastic transitions between such ballistic bouts
will occur and the long-time correlations in these trajecto-
ries will manifest as fractional statistics for the values of the
nonholonomically constrained variable. Finally, deep in the
chaotic regime one expects correlations to be very short-
lived and give rise to a regular random walk.

For example, consider the gravitational three-body
system in uniformly curved space in which it was shown
that nonrigid bodies can translate with no linear momentum
[39,40]. We predict that a chaotic gravitational three-mass
dynamics in curved space will manifest as real space
diffusion, much like chaotically excited surface adsorbed
molecules [7,41], realizing Brown’s initial interpretation of
a random walk as belonging to the particle itself [42]. The
exact nature of this motion is yet to be explored.
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