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Recent observation of quantum emitters in monolayers of hexagonal boron nitride (h-BN) has provided a
novel platform for optomechanical experiments where the single-photon emitters can couple to the motion
of a freely suspended h-BN membrane. Here, we propose a scheme where the electronic degree of freedom
(d.o.f.) of an embedded color center is coupled to the motion of the hosting h-BN resonator via dispersive
forces. We show that the coupling of membrane vibrations to the electronic d.o.f. of the emitter can reach
the strong regime. By suitable driving of a three-level Λ-system composed of two spin d.o.f. in the
electronic ground state as well as an isolated excited state of the emitter, a multiple electromagnetically
induced transparency spectrum becomes available. The experimental feasibility of the efficient vibrational
ground-state cooling of the membrane via quantum interference effects in the two-color drive scheme is
numerically confirmed. More interestingly, the emission spectrum of the defect exhibits a frequency comb
with frequency spacings as small as the fundamental vibrational mode, which finds applications in high-
precision spectroscopy.
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Introduction.—Quantum metrology relies on the resour-
ces provided in quantum systems to beat the standard limits
set by quantum physics [1]. High-precision spectroscopy
that has become available thanks to the development of
optical frequency combs [2,3] is a powerful tool which may
be improved further by employing quantum resources [4].
The optical quantum communication as another major
quantum technology relies on efficient and broadband
quantum memories where the photons can be faithfully
stored and retrieved [5,6]. The discovery of single-photon
emitters (SPE) in two-dimensional (2D) systems such as
WSe2 [7] and h-BN [8] represents a significant step forward
for quantum technology where miniaturization of the
devices without compromising their performance is of
crucial importance. Such systems also hold considerable
promise in the field of optomechanics and the related
technologies [9,10]. The coupling of SPEs to mechanical
vibrations has already proven successful with outstanding
achievements by diamond color centers [11–15].
Nonetheless, the extremely low mass and high quality
mechanical resonators achievable in freestanding 2D mem-
branes make them promising objects for sensing weak
forces and small displacements [16–24]. These are capa-
bilities that allow for the exploration of various problems in
fundamental physics, e.g., the validation of the exotic
decoherence models [25–27] and are advantageous in
technological applications [28,29].
Here, we propose an electromechanical system where an

emitter embedded in a freestanding hexagonal boron nitride
(h-BN) membrane couples to its vibrational modes via the
vacuum dispersive forces. The setup even reaches a regime

where the strength of the coupling between electronic states
of the emitter and mechanical oscillations of the h-BN
membrane exceeds their dissipation rates and characteristic
frequencies, the so-called ultrastrong coupling regime. By
realizing a Λ-system in the emitter and employing a two-
color drive scheme we study various aspects in the
dynamics of our system. The scheme is tuned to the
electromagnetically induced transparency (EIT) regime,
where the quantum interference between two different
paths opens up a transparency window in the single-atom
level [30–32]. Because of the ultrastrong coupling to the
mechanical mode the EIT signal exhibits multiple absorp-
tion and transparency windows with distances matching the
mechanical frequency. The emission spectrum of the
emitter in this working regime—when thermal occupation
of the mechanical mode is made sufficiently small—is a
tightly spaced frequency comb. The high emission rate of
photons [8] allows for formation of a time-bin entangled
string of photons that spans the comb, by employing a
sequential entangling protocol [33,34]. This highly
entangled configuration has many application in quantum
metrology such as quantum boosted optical spectroscopy
[35–37]. Furthermore, we propose to achieve the ground-
state mechanical cooling via the same emitter and by
applying the EIT cooling technique originally developed
for trapped ions [38]. When the optical drives are both far
off resonance and blue detuned, the absorption spectrum
assumes a Fano-like shape, hence, allowing a resolved-
sideband transition via the emitter which then cools the
mechanical vibrations down to the ground state. By
merging this cooling process with the EIT signal in a
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pulsed scheme we show that quantum effects are robust
against mechanical thermal noise.
Model.—A sketch of our proposed setup is given in

Fig. 1(a). The h-BNmonolayer membrane is suspended at a
distance z from the substrate surface. We single out three
states of the emitter that realize a Λ-system composed of
two electronic ground states (corresponding to two differ-
ent spin states with energy splittingΔ0) and a bright excited
state [39]. The reflection of virtual photons from the
underlying surface induces off-resonant transitions in the
emitter. This will modify transition energy of the emitter,
and, consequently, induce a dispersive force on it [40].
When the emitter is hosted by an oscillating object the
lowest emitter transition frequency ωeg will depend on its
position. For emitters sufficiently close to the surface of the
substrate (z ≪ λ), in the first order of approximation, the
change in the transition frequency is given by (see
Supplemental Material [41] for a derivation)

δωegðzÞ ≈
3

32

c3

τegω
3
egz3

jεðωegÞj2 − 1

jεðωegÞ þ 1j2 ; ð1Þ

where ωeg and τeg ¼ 1=γ are the free-space transition
frequency and the excited state lifetime, respectively.

Here, γ is the photon emission rate and εðωÞ is the electric
permittivity of the substrate material. The dependence of
frequency shift on the displacement results in the
dispersion-force-induced frequency shift G ¼ ∂zδωeg,
which provides the coupling between membrane vibrations
and the electronics state of the emitter. In Fig. 1(b) the
normalized value of G versus distance from the surface is
given considering the inhomogeneous broadening of the
observed emission frequencies ωeg.
Parameters.—Apart from distance to the substrate,

the absolute value of the electromechanical coupling rate
G≡ Gzzp depends on the emission frequency ωeg, emission
rate γ, and amplitude of the zero-point fluctuations
zzp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=2mΩ

p
. We consider a long rectangular strip of

dimensions L × w × h clamped at both ends with tensile
strain ε [Fig. 1]. The normal modes of this geometry are
found by solving the elastic wave equation with proper
boundary conditions [41,45]. For a monolayer hBN nano-
ribbon with determined dimensions the coupling rate can
be tuned by varying the clamping strain. The coupling
strength for the fundamental vibrational mode of a 1 μm
ribbon to the electronic degree of freedom of an emitter
about the center of the strip is plotted in Fig. 1(c). We notice
that coupling rates as high as ≃50 MHz are realistic in this
setup. In our calculations we have assumed a strip of width
w ¼ 10 nm, a free-space emission lifetime of τeg ≈ 3.2 ns
for the emitter [46], and z ¼ 10 nm, which is well within
reach [20]. With these parameters the system achieves the
strong coupling regime, i.e., jGj≳ 1=τeg. In the remainder
of the Letter we discuss the manifestations of such strong
coupling in the optical properties of the emitter.
Cooling.—To observe the mechanical manifestations in

the quantum state of the emitted photons the prohibiting
mechanical thermal noise, which is the dominant destruc-
tive effect, must be overcome first. One thus has to work at
low temperatures in our setup, however, the thermal
occupation number of the vibrational fundamental mode
is still considerable even at temperatures as low as
T ¼ 0.1 K. Hence, a cooling mechanism must be invoked.
At the chosen working point that provides us the interesting
effects discussed below, the conditions for ground state
cooling by the sideband cooling method are not satisfied
[47]. Most importantly the mechanical sidebands are not
resolved τegΩ > 1 in the spectrum of the qubit. Yet, the
emitter is strongly coupled to the mechanical mode and the
backactions are not suppressed [48]. We instead employ an
EIT cooling technique—originally developed for trapped
ions [38]—and show that this method efficiently cools the
mechanical mode down to its ground state.
TheΛ-system is driven by one optical control drive tuned

at the j↑ihej transition,while another optical probe drives the
j↓ihej transition [Fig. 1(a)]. Hamiltonian of this system in
the rotating frame of the two transition frequencies [49]
(with adopting the notation σ̂ij ≡ jiihjj) is given by

(b) (c)

(a)

101 102

FIG. 1. (a) Sketch for the proposed setup: The h-BN nanoribbon
hosting a color center whose electronic ground and excited states
form a Λ system. (b) Normalized dispersion force frequency pull
of an h-BN emitter as a function of its distance from the surface; the
solid green line corresponds to the average emission energies
1.95 eV while the shade depicts the inhomogenous broadening of
the emitters. The blue and red triangles show the distances attained
experimentally [20] and assumed in this Letter, respectively.
(c) Absolute electromechanical coupling rate for a monolayer
h-BN strip versus clamping strain for the parameter values
z ¼ 10 nm, L ¼ 1 μm, w ¼ 10 nm, and τeg ¼ 3.2 ns. For refer-
ence, the top axis gives the corresponding mechanical frequency.
The dashed red and dotted blue lines separate the ultrastrong
coupling region. The green diamond indicates our working point
in the rest of Letter.
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ĤΛ ¼ −δpσ̂ee − ðδp − δcÞσ̂↑↑ þ Ωb̂†b̂þ Gσ̂eeðb̂þ b̂†Þ
þ Epσ̂e↓ þ Ecσ̂e↑ þ H:c:; ð2Þ

where δp ≡ ωp − ωeg and δc ≡ ωc − ωeg þ Δ0 are detuning
of theprobe andcontrol fields from their respective transitions.
The second line gives the drive Hamiltonian with the probe
and control Rabi frequencies Ec and Ep such that Ec ≫ Ep.
For EIT cooling the control transition of the Λ-system σ̂↑e is
driven blue detuned from the resonance with a proper Rabi
frequency such that the large decay rate of the excited state is
significantly reduced by quantum interference effects in a
Fano-like resonance spectrum for the probe field. This tunes
the system into the regime where the phonon annihilation
processes are significantly more probable than the phonon
creation leading to efficient mechanical cooling [Fig. 2].
The feasibility of ground-state cooling of an h-BN nano-

ribbon via dispersive electromechanical coupling is exam-
ined numerically by finding the steady-state solution of the
Lindblad master equation _ρ ¼ Lρ with the Liouvillian

Lρ¼−i½ĤΛ;ρ�þ
γ

2
Dσ̂↓eρþ

Γ
2
½ðN̄Ωþ1ÞDb̂ρþ N̄ΩDb̂†ρ�;

Dôρ¼ 2ôρô†− ô†ôρ−ρô†ô; ð3Þ

where Γ≡ Ω=Q is the damping rate of the mechanical mode
with quality factor Q and N̄ω ¼ ðexpfℏω=kBTg − 1Þ−1 is
the thermal occupation number of a bosonic mode with
frequencyω at temperatureT (kB is theBoltzmann constant).
Throughout this work we take a mechanical quality factor
ofQ ¼ 7000 which is within the reach [50,51]. In Fig. 2 the
numerical results are summarized where we present the
final occupation number of the mechanical mode n̄ss ≡
Trfb̂†b̂ρssg and the cooling efficiency N̄Ω=n̄ss. ρss is the
steady-state density matrix (Lρss ¼ 0). The complicated
cooling pattern in Fig. 2(a) is understood by generalizing
the EIT coolingmechanismwhich results from the narrowed
absorption spectrumof theΛ-system at large detunings to the
multiple absorption pattern resulting from the strong cou-
pling to the mechanical mode [Fig. 2(b)]. This is clearly
observable in Fig. 2(c) where we plot n̄ss alongside the
system absorption. When the probe field is driven at the
proper detuning values the phonon absorption processes are
enhanced while the phonon preserving and creating tran-
sitions are largely suppressed. The minimum steady-state
phononnumber (min½n̄ss� ≈ 0.12) is obtainedwhen the probe
is driven next to the first Fano peak, the global maximum of
the spectrum. It is noteworthy that the timescale required for
achieving the ground-state cooled mechanical mode, tss, is
quite short. The time needed for the system to reach its steady
state is determined by its slowest decay rate that, in turn, is
given by the Liouvillian eigenvalue with smallest nonzero
real part. This quantity is numerically evaluated and we find
that tss ≈ 7τm where τm ≡ 2π=Ω is the mechanical period.
Such a fast cooling scheme is beneficial in avoiding
prohibitive effects such as laser heating [41,52].
Multiple EIT.—We now consider the electromagnetically

induced transparency scheme. The EIT signal in our setup
assumes multiple dips and peaks [53,54] that root back to
an interesting property of the setup as will become clear
shortly. The standard EIT signal which is proportional to
absorption spectrum of σ̂↓e manifests itself when the
control field is strongly driving on-resonance (δc ¼ 0,
Ec ≫ Ep). However, the thermal mechanical noise washes
out the signal. The mechanical mode thus must be cooled
down close to its ground state as studied in the preceding
section. This can be provided in a continuous wave (cw)
fashion by a second emitter [9]. Alternatively, a pulsed
scheme can be used where the emitter is first employed for
cooling then it is driven in the EIT regime for timescales
shorter than the mechanical thermalization. The system
behavior in the second scenario is studied numerically by
solving the time dependent master equation with
Liouvillian (3). The results are presented in Fig. 3(a) where
the modification of the absorption spectrum of j↓ihej with
the coupling strength is presented in a density plot. The plot
indicates that alongside the normal transparency window
occurring at δp ¼ 0 the system exhibits multiple valleys
and peaks at mechanical sidebands δp¼kΩ (k¼�1;�2;…)
when the emitter is strongly interacting with the mechanical

(a)

(b) (c)

FIG. 2. (a) EIT cooling efficiency as function of probe detuning
and the control Rabi frequency. The probe Rabi frequency is set at
Ep ¼ 0.1Ec and δc ¼ þ10Ω. (b) Absorption spectrum of the
probe field in the absence (black) and presence (blue) of coupling
to the mechanical mode. (c) Variations of the steady-state
mechanical occupation number with probe drive detuning (solid
green line). The absorption spectrum as well as the phonon
assisted transitions are also shown for reference (see the text for a
discussion). In (b) and (c) Ec ¼ 14Ω and N̄Ω ¼ 210 correspond-
ing to the temperature T ¼ 0.1 K.
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mode. The stronger the coupling, the more sidebands
appear.
To better understand the behavior of the EIT signal,

we derive an approximate analytical expression for
hejρssj↓i≡ ρ↓e, which is proportional to the probe absorp-
tion spectrum. We first apply the unitary transformation
Û ¼ expfðG=ΩÞσ̂eeðb̂† − b̂Þg to the system Hamiltonian in
Eq. (2). Then by assuming no backaction from the emitter
on the mechanical mode we calculate the steady-state
mechanical correlation functions. This is justified for small
drives Ep, Ec < γ for which the excited state population
remains negligible. This brings us to the approximate
relation [41]:

ρ↓e ≈
iEpα

γ=2 − iδ̃p þ E2
cα

2
P∞

n¼0

P
n
k¼0ðnkÞ Lðn;kÞ2n!

; ð4Þ

where α≡ expf− 1
2
ðG=ΩÞ2ð2N̄Ω þ 1Þg is the signal

attenuation coefficient as a consequence of the mechanical
vibrations and shows that for N̄Ω ≫ 1 the signal will be
completely demolished. Also we have introduced the
Lorentzian function Lðn;kÞ≡ðG=ΩÞ2nf½N̄n−k

Ω ðN̄Ωþ1Þk�=
ðnΓ=2−i½δpþðn−2kÞΩ�Þg illuminating the mechanical
sidebands. We emphasize that Eq. (4) is only valid for
small coupling rates G≲ Ω where the dynamics of the
mechanical mode is sufficiently independent of the emit-
ter’s excited state.
In Figs. 3(b)–3(d) the analytical expression is compared

to the steady-state numerical absorption spectrums.
Although the analytical expression (4) captures most
features of the spectrum, one obviously finds the buildup
of discrepancies as the coupling rate increases. This

includes the small blue sideband (δp ¼ −Ω) spectral
feature that is an indication of the mechanical backaction.
Furthermore, the setup exhibits multiple sharp dispersive
features in the imaginary part of the σ̂↓e transition located at
integer multiples of the mechanical frequency, see the
Supplemental Material [41]. In practice, one needs to
enhance the signal by either placing the setup in a cavity
[30] or focusing a light beam on the emitter [32]. The
former can alternatively be realized in an h-BN photonic
crystal cavity [55].
Frequency comb.—We next study the resonance fluo-

resce spectrum (RFS) of the emitter. The spectrum about
emitter transition frequencies is given by

Sðt;ωÞ ¼
Z

∞

−∞
dτe−iωτ½eiωegτhσ̂e↓ðtþ τÞσ̂↓eðtÞi

þ eiðωeg−Δ0Þτhσ̂e↑ðtþ τÞσ̂↑eðtÞi�; ð5Þ

where the two-time correlation functions are calculated by
the quantum regression theorem [56,57]. We first numeri-
cally evaluate the steady state of this function for the case of
N̄Ω ¼ 0 at the ultrastrong G≳ Ω coupling regime. This can
be realized by employing a second emitter on the membrane
for the purpose of cooling. We find that in this regime, the
mechanical mode manifests itself as sideband peaks in the
emission spectrum, first at the redshifted frequencies and
then in the blueshift side of the resonances as the coupling
rate is raised. Eventually, for sufficiently large coupling
strength a frequency comb with frequency distances deter-
mined by the mechanical mode frequency Ω emerges
[Fig. 4(a)]. One alternatively adopts the pulsed scenario.
In fact, the time for formation of the comb is given by the
coupling strength and emitter decay rate. Hence, a cooling
pulse with duration of a few τm followed by an EIT pulse as
short as a few mechanical periods will arrange the frequency
comb. For long waiting times thermalization of the mechani-
cal mode will broaden the comb teeth and eventually flatten
them one by one starting from the farther sidebands. This is
clear fromFig. 4(b) wherewe plot the RFS for three different
pulse durations. As the system evolves the mechanical
occupation number, n̄ðtÞ≡ Trfb̂†b̂ρðtÞg, rises from the
initial value 0.12 to 2.78, 5.42, and 7.98 for 20, 40, and
60 mechanical periods, respectively. Such equally spaced
and tightly arranged frequency combs are useful in precision
measurements and metrology as well as light storage
quantum memory [58].
The comb arising from the strongly mixed electronic-

mechanical system provides a quantum memory based on
photon echo [58–60]. The ratio of peak separation and
linewidth, the comb finesse F , is a figure of merit in such
schemes. This quantity can assume very large values in our
setup both in the steady-state scenario (F ¼ Q ∼ 104) and
short EIT pulses (e.g., F ¼ Q½n̄ð10τmÞ þ 1�−1 ∼ 103). A
high efficiency quantum memory, however, requires opti-
mal engineering of the comb structure and suppression of

(b)

(c)

(d)

(a)

FIG. 3. Electromagnetically induced signal: (a) At t ¼ 10τm as
a function of probe detuning and the strength of coupling to the
mechanical mode (N̄Ω ¼ 210). In (b)–(d) the ideal (N̄Ω ¼ 0)
steady-state EIT signal is illustrated at three different coupling
rates: The solid lines are for numerical computation, while the
dashed lines indicate analytical expression given in Eq. (4). The
parameters used in these plots are Ec ¼ 10Ep ¼ Ω and δc ¼ 0.
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the spectral dispersion [61,62]. This, in principle, can be
done by employing a higher vibrational mode of the
membrane that couples to the emitter, and hence, produces
two absorbing lines on the sides of the frequency comb.
Such spectral sidebands compensate for the dispersion of
the signal photons by providing slow-light effects, and thus,
enhance the efficiency of the memory [61]. Another
interesting feature of the comb is the possibility of creating
a time-frequency chain of entangled photons. Since the
single photons emitted by the color center assume any of
the peaked frequencies depicted in Fig. 4 with a finite
probability, application of a photon entangling protocol that
employs the same Λ-system as an ancillary will create a
comb of time-bin entangled photons [34,63,64]. These are
very useful in super-precision quantum imaging and
metrology [1,65].
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