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Epitaxial bilayer films of Bi(110) and Ni host a time-reversal symmetry breaking superconducting order
with an unexpectedly high transition temperature Tc ¼ 4.1 K. Using time-domain THz spectroscopy,
we measure the low energy electrodynamic response of a Bi/Ni bilayer thin film from 0.2 to 2 THz
as a function of temperature and magnetic field. We analyze the data in the context of a Bardeen-Cooper-
Schrieffer-like superconductor with a finite normal-state scattering rate. In a zero magnetic field, all states
in the film become fully gapped, providing important constraints into possible pairing symmetries. Our data
appear to rule out the odd-frequency pairing that is natural for many ferromagnetic-superconductor
interfaces. By analyzing the magnetic field-dependent response in terms of a pair-breaking parameter, we
determine that superconductivity develops over the entire bilayer sample which may point to the p-wave
like nature of unconventional superconductivity.
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Unconventional superconductors that break time-
reversal symmetry (TRS) are promising platforms to realize
Majorana edge modes. A remarkable candidate is a Bi(110)
thin film deposited on a ferromagnetic Ni layer. This Bi/Ni
bilayer system can have a Tc as high as 4.1 K [1,2], which
is quite unexpected for a number of reasons. Elemental
bismuth (Bi) has a high atomic mass and low Fermi energy,
factors which generally preclude superconductivity accord-
ing to standard Bardeen-Cooper-Schrieffer (BCS) theory.
Similarly, Ni is not superconducting at any temperature
and, within conventional models of superconductivity, its
ferromagnetism should inhibit rather than enhance super-
conductivity in the adjoining Bi layer [3,4].
With advances in epitaxial film growth and developments

in topological and TRS breaking superconductivity, there has
been renewed interest in thisBi/Ni bilayer system[5–10].Two
key results include the observation of a zero-bias anomaly in
point-contact Andreev reflection [6], a possible indicator of
Majorana modes, and broken TRS as determined by polar
Kerr effect measurements [5]. TRS breaking suggests a
complex pairing symmetry such that the phase of the super-
conducting order parameter winds around the Fermi surface.
Examples of complex pairing include dxy � idx2−y2 , which
corresponds to even parity pairing, and px � ipy, which
consists of odd parity pairing. Because this system is non-
centrosymmetric and has large spin-orbit coupling, the super-
conducting order may be a novel pairing state with a mixture
of even and odd parity components [11,12].
There are two natural questions associated with the

unconventional superconductivity in this system: (1) what

is the gap structure of the superconducting order and does it
have nodes or not? And (2) what is the mechanism for the
superconductivity and where does it develop? Addressing
these questions can have profound implications for the
pairing symmetry in this system. For instance, it was
proposed in Ref. [5] that this system exhibits dxy �
idx2−y2 superconductivity because it is the lowest angular
momentum state which is TRS violating, consistent with
strong spin-orbit coupling and the approximate surface
symmetries of this system. This proposal is based on
superconductivity occurring on the Bi surface opposite
to the Bi/Ni interface, as suggested by a systematic study
of the thickness dependence of each of the Bi and Ni
layers [6]. On the other hand, a few studies [13–15] suggest
that superconductivity occurs in the bulk of the system
(perhaps due to the presence of s-wave superconducting
alloys such as NiBi3 which may occur due to diffusion
across the Bi/Ni interface). It was proposed recently [16]
that this form of superconductivity combined with strong
spin-orbit coupling of the Bi layer and the in-plane
magnetic field of the Ni layer can lead to an effective px �
ipy superconductivity instead of dxy � idx2−y2 .
Here, we use time-domain THz spectroscopy (TDTS) to

systematically study and track the superconducting gap as a
function of both temperature and magnetic field. We find
the gap is nodeless and can be described phenomenologi-
cally in terms of a weakly coupled BCS theory. Analysis of
the field-dependent optical conductance points to super-
conductivity developing in the entire bilayer and not just
the top surface. Moreover, from the calculation of the Fermi
velocity of the superconducting charge carriers, it appears
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that superconductivity does not develop in either the Bi or
Ni electronic states independently.
A 10 nm thick rhombohedral Bi(110) layer was epitax-

ially grown on a 1 nm Ni(100) layer at 110 K, which is
seeded on a 0.5 mm thick MgO(100) substrate at 300 K.
TDTS measurements were performed on a total of three
samples, each with the same Tc of 4.15 K. They all gave
similar results except for small differences at the lowest
frequencies which may be due to differences in disorder
levels. Both the real and imaginary parts of the complex
conductance, G̃ðωÞ, were obtained from the TDTS mea-
surements, performed down to 1.6 K in both in-plane and
out-of-plane magnetic fields.
Figures 1(a) and 1(b) show the temperature dependent

G̃ðωÞ of the Bi/Ni bilayer between 0.2 and 2 THz at zero
magnetic field. In the normal state (5 K), the real part
of G̃, G1ðωÞ shows a Drude-like Lorentzian peak feature,
whereas the imaginary part G̃2ðωÞ shows a positive
dispersion corresponding to a finite scattering rate. We
model the normal-state data using a Drude-Lorentz descrip-
tion for G̃ðωÞ [see Supplemental Material [17] ]. From the
fit,G1ðωÞ in the limit ω → 0 is found to be 17.0 Ω−1, which
matches quite well with the dc conductance measurement,
Gdc ¼ 17.4 Ω−1 [see Supplemental Material [17] ]. It is
important to point out that the normal-state conductance
of the bilayer is far larger than layers of just Bi(110) or
Ni(001) individually [see Supplemental Material [17] ]
showing that the electronic structure of the bilayer is
different than either of these materials. Below Tc, both
G1ðωÞ and G2ðωÞ show features indicative of a fully gapped
superconductor. As the temperature falls below Tc, a strong
depletion develops in G1ðωÞ [solid lines in Fig. 1(a)] at low
ω, corresponding to the opening up of the superconducting
gap. The small G1ðωÞ at subgap frequencies is due to the
contribution of thermally excited quasiparticles, which
becomes exponentially small as the temperature is lowered.
Quite interestingly all metallic carriers appear to become
gapped; within our experimental sensitivity there is no
remnant metallic layer that does not go superconducting.

This is also clear from a comparison of this data with the
measured G1ðωÞ of just Bi(110) and just Ni(001) individu-
ally [see Supplemental Material [17] ]. G2ðωÞ [Fig. 1(b)]
increases as ω → 0 for T < Tc and shows a 1=ω-like
dependence at the lowest temperatures and frequencies,
characteristic of the superconducting state.
To determine the superconducting gap Δ, we simulta-

neously fit G1ðωÞ and G2ðωÞ using Mattis-Bardeen theory
[26–28] for a uniformly gapped superconductor with a
finite normal-state scattering rate [see Supplemental
Material [17] ] [29]. For the fitting procedure, the only
free parameter is the superconducting gap, ΔðTÞ, while the
scattering rate and the plasma frequency are kept fixed to
the values determined from the normal-state G1ðωÞ, as
discussed above. The results of the fits are shown as dashed
line in Figs. 1(a) and 1(b). The fit at the lowest temperature
gives Δð1.6 KÞ ¼ 0.67 meV, which is similar to the value
obtained from tunneling spectroscopy (0.64 meV) [2].
The close agreement between the experimental data and
Mattis-Bardeen fits indicates that the electrodynamic
response of the Bi/Ni bilayer system below Tc corresponds
to that of a fully gapped superconductor. From the fitting, we
obtain the zero temperature gap as 2Δð0Þ ¼ 0.334 THz
(1.38 meV) or 2Δð0Þ=kBTc ¼ 3.85, i.e., very close to the
weak coupling limit of 3.53 for a fully gapped BCS
superconductor. The temperature evolution of the super-
conducting gap,ΔðTÞ, [inset of Fig. 1(b)] closely follows the
expected form for a BCS superconductor in the weak-
coupling limit, as given by the standard numerical approxi-
mation ΔðTÞ ¼ Δð0Þ tanh ½1.74 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tc=T − 1
p � (black line).

The observation of fully gapped superconductivity appears
to rule out odd-frequency pairing that is natural for ferro-
magnetic-superconductor interfaces. Odd-frequency pairing
is expected to have subgap spectral features [30–33]. Note
that the 2Δ=kBTc value we have observed is far less than the
value of 12 observed in recent Andreev tunneling work [34].
To confirm the Mattis-Bardeen fits and get further

insights into the superconducting gap structure, we study
the temperature dependence of the superfluid spectral
weight (Sδ) as a direct measure of the superfluid density.

(a) (b) (c)

FIG. 1. (a) Real and (b) imaginary parts of the zero-field complex conductance of sample A as a function of frequency from (5K > Tc)
to (1.6K ≪ Tc) with fits (dashed lines) to the data using Mattis-Bardeen theory for a BCS superconductor with a finite normal-state
scattering rate. Inset: extracted temperature dependent energy gap with fit (solid line) to a BCS superconductor in the weak coupling
limit. (c) Temperature dependent superfluid spectral weight, Sδ. Red squares show the difference between the spectral weights of G1ðωÞ
at 5 K and various temperatures below Tc. Blue squares show limω→0ωG2. The dashed line is the predicted superfluid spectral weight for
a weakly coupled BCS superconductor. The error bars represent 2 standard deviations.
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Using the Ferrel-Glover-Tinkham sum rule, Sδ can be
extracted through Sδ ¼ Sn − Sqp, where Sn, the total
spectral weight, is determined by the area under the
G1ðωÞ curve for the normal-state Drude conductance at
5 K and Sqp, the quasiparticle spectral weight, is the area
under the G1ðωÞ curve for temperatures below Tc. It can be
seen in Fig. 1(c), the temperature evolution of SδðTÞ
extracted using this method follows the predicted behavior
of a fully gapped BCS superconductor (dashed black line),
as given by SδðTÞ ¼ ½Sδð0ÞΔðTÞ=Δð0Þ� tanh½ΔðTÞ=2kBT�
[35]. An independent way to extract Sδ from our TDTS
measurements, without relying on any fits, is through the
limit Sδ ¼ limω→0ωG2. We linearly extrapolate the mea-
sured ωG2ðωÞ down to ω ¼ 0 [see Supplemental Material
[17] ] and plot it on Fig. 1(c) to compare the two methods of
determining Sδ. As can be seen, there is good agreement
between the two that validates our overall fitting procedure.
The above analysis gives us important insights into the

gap structure of the superconducting phase of Bi/Ni bilayer
films. Some works [e.g., Ref. [6] ] suggested that this
system has a complex p-wave type gap structure which is
naturally compatible with the observed TRS breaking,
similar to what is believed to be realized in SrRu2O4

[36,37]. Another possibility is complex d-wave pairing
(dxy � idx2−y2), which is compatible with the surface crystal
symmetry as argued by Gong et al. [5]. For these cases, the
magnitude of the gap may be anisotropic and could lead to
the observation of two energy gaps in the measurements of
G1ðωÞ. However, our results on the Bi/Ni bilayer system
closely correspond to those of a classic BCS weakly coupled
superconductor with a uniform gap. If two p- or d-wave
components do exist, then this implies that the system has
an almost uniform gap structure with approximately equal
magnitudes for each component [38–40]. Such low
anisotropy [5] is consistent with the onset of superconduc-
tivity at a single transition temperature as observed.
We now use TDTS measurements in both in-plane

and out-of-plane magnetic fields to understand where the
superconductivity develops in the Bi/Ni bilayer system.
Figures 2(a) and 2(b) show G1ðωÞ and G2ðωÞ for a few

in-plane magnetic fields at T ¼ 1.6 K [see Supplemental
Material [17] for data at other fields]. The spectra show
behavior similar to the zero-field temperature dependent
spectra in Fig. 1(a); i.e., G1ðωÞ approaches its normal-state
behavior with increasing magnetic field while the gap size
reduces. Similar to the analysis above, we fit G̃ðωÞ using
Mattis-Bardeen theory with a single effective energy
spectrum gap, ΩG [dashed lines in Figs. 2(a) and 2(b)].
We obtain reasonable fits for most of the frequency range
but note that a small amount of spectral weight at low
frequencies on this sample B is not captured by the fits.
This discrepancy is discussed below as possibly originating
from disorder in the films.
In general, the in-plane magnetic field results in pair

breaking effects in the superconductor which leads to
reduction in the pair-correlation gap Δp. These effects
can be quantified in terms of the Fermi velocity of the
charge carriers through the behavior of the spectroscopic
gap, ΩG, with field [Fig. 2(c)], as discussed below. This
approach has also been applied for the electrodynamic
response of Niobium Nitride thin films [41]. Here, ΩG
can be related to the pair correlation gap,Δp, via the relation
ΩG ¼ Δpf1 − ½ð4=πÞ lnðΔ0=ΔpÞ�2=3g3=2 [42,43], where Δ0

is the zero-field energy gap at 1.6 K. The parameter Γ that
quantifies the strength of pair breaking can then be found
using the relation ln½Δp=Δ0�¼−πΓ=4Δp for Γ<Δp [42,44].
The extracted values of ΩG, Δp, and Γ as a function of

in-plane field are shown in Fig. 2(c). For a thin film
superconductor in an in-plane magnetic field, Γ is expected
to be proportional to the square of the magnetic field H
[35,41,42,44], which is indeed the case here [Fig. 2(c)].
An expression for Γ in terms of the magnetic field is given
by Γ ¼ bH2 ¼ DðeHdÞ2=6, where d is the film thickness
and D ¼ τtrν

2
f=3 is the diffusion constant for a charge

carrier at the Fermi level in terms of the transport collision
time τtr and the Fermi velocity νf [35,44]. By fitting the
pair-breaking parameter Γ to bH2, we obtain b ¼
0.0169ð9Þ cm−1=T2. Using τtr ¼ 47.5 × 10−14 s as deter-
mined from the Drude fit to the normal state and the film

(a) (b) (c)

FIG. 2. (a),(b) In-plane field dependent real G1ðωÞ and imaginary part G2ðωÞ (solid lines) of the complex conductance for Bi/Ni
bilayer sample B at 1.6 K with fits (dashed lines) modeled using Mattis-Bardeen theory for an effective spectroscopic gap, ΩG. (c) Field
dependence of pair-breaking parameter Γ, determined from optical conductance along with fit Γ ¼ bH2 (dashed line). Inset: the field
dependence of ΩG (green dots) and pair-correlation gap Δp (orange squares) for the Bi/Ni bilayer. The error bars represent the
95% confidence interval.
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thickness d ¼ 11 nm, we get νf ¼ 0.201ð20Þ × 105 ms−1.
This νf is much smaller than Fermi velocities of all the
orientations of Bi and Ni crystals [see Supplemental
Material [17] ]. This observation suggests that the super-
conducting quasiparticles do not belong to either of the
individual components of the Bi/Ni bilayer separately.
Note that in calculating νf we used the entire thickness
of the Bi/Ni film (d ¼ 11 nm). Although in principle the
effective thickness could be much less, this choice is further
justified by the out-of-plane magnetic field dependence
described below.
In order to check the above determined value of νf

without relying on the film thickness, we measure the
optical response of the film to out-of-plane magnetic fields.
In this case, the pair-breaking parameter is given by Γ ¼
DeH [35]. Figure 3(a) showsG1ðωÞ for a number of out-of-
plane magnetic fields at T ¼ 1.6 K. Note that this system is
a type II superconductor and so an out-of-plane magnetic
field above Hc1 ∼ 1.5 kG forms vortices with normal metal
cores. As the wavelength of the probing THz beam is much
greater than the size of the vortex cores (∼nm), and is at
high frequencies, the resulting electrodynamic response can
be modeled in terms of the Maxwell-Garnett theory (MGT)
[45] which is an effective medium theory. It has been
applied to superconducting Niobium Nitride thin films by
Xi et al. [46]. Within MGT, a superconducting thin film in
an out-of-plane magnetic field is treated as a mixture of
superconducting and normal metal components, where the
superconducting component with volume fraction (1 − f)
is taken as the host medium and normal vortex cores with
volume fraction f as the embedded media [46]. We again
use Mattis-Bardeen theory, similar to the in-plane field
data, to describe the superconducting component and the
Drude model to describe the normal metal cores [see
Supplemental Material [17] for full details on MGT]. It
is expected that due to the thin film geometry the magnetic
field will almost uniformly penetrate the superconducting
regions (Λ⊥ ¼ 2λ2=d ¼ 0.156 mm).

The complex conductances for out-of-plane field depen-
dent measurements are fit to the above described MGT
using only f and ΩG as the free parameters. The resulting
fits for G1ðωÞ are shown as dashed lines in Fig. 3(a),
whereas the extracted values for f and ΩG as a function of
magnetic field are plotted in Fig. 3(b). The volume fraction
f is related to the applied field as f ∼H=Hc2 [46], where
Hc2 is the upper critical field. As can be seen in Fig. 3(b),
f ∝ H and a simple linear extrapolation to f ¼ 1 yield
Hc2 ¼ 1.67� 0.19 T. This is in excellent agreement
with the value of the upper critical field at 1.6 K determined
from resistivity data (∼1.65 T) [7] and so justifies our
analysis of the electrodynamic response in terms of MGT.
Figure 3(c) shows the extracted values of Γ as a function
of field with a linear fit, Γ ¼ b1H, (dashed line) giving
b1 ¼ 0.536ð5Þ cm−1=T2. Using b1 ¼ De, we get νf ¼
0.201ð3Þ × 105 ms−1, which agrees with the value
obtained from in-plane magnetic field data above. This
confirms that the thickness of the superconducting film
chosen in our earlier calculation is correct, and it appears
the entirety of the bilayer film becomes superconducting.
Taken together with TRS breaking in the Bi/Ni bilayer,

our observations of fully gapped superconductivity occur-
ring in the bulk of the system rather than just on the surface
seem to suggest an effective px � ipy pairing symmetry as
proposed in Ref. [16]. Furthermore, given that above
determined νf does not correspond to the Fermi-velocity
of either Bi or Ni, and that the normal-state conductance of
the bilayer is significantly higher than either of pure Bi or Ni
[see Supplemental Material [17] ], it is indeed likely that
superconductivity originates in new states that occur due to
formation of the bilayer. Together with strong spin-orbit
coupling from Bi and fluctuations from ferromagnetic Ni,
this can lead to effective p-wave like superconductivity [16]
It is not presently clear how our observation of a uniformly
gapped superconductor can be reconciled with the recent
report of an Anderson-Brinkman-Morel state using Andreev
spectroscopy [34] since the Anderson-Brinkman-Morel state

(a) (b) (c)

FIG. 3. (a) Out-of-plane field dependent real part,G1ðωÞ, (solid lines) of the complex conductance for Bi/Ni bilayer sample C at 1.6 K.
The dashed lines are fits obtained by modeling the response within Maxwell-Garnett theory, with the Drude model for the normal
component and Mattis-Bardeen theory with effective spectroscopic gapΩG for the superconducting component. (b) Field dependentΩG
(blue dots) and the normal-volume fraction f (green squares) with fit f ¼ H=Hc2 (solid line). The dashed blue line is a guide to the eye.
Horizontal and vertical dashed lines represent f ¼ 1 and Hc2, respectively. (c) Field dependent pair-breaking parameter Γ fit to Γ ¼ bH
(dashed line). The error bars represent the 95% confidence interval.
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has a node along the b direction. This deserves further
investigation.
Finally, we would like to discuss the discrepancy

between the in-plane field data in Figs. 2(a) and 2(b)
and the Mattis-Bardeen type fits using a single gap. For a
complex p- or d-wave order parameter, it is expected that
an in-plane magnetic field may anisotropically suppress one
of the order parameter components preferentially giving a
pure single component at some transition field below Hc2
[e.g., Refs. [47,48] ]. This naturally results in low frequency
absorption. It would be interesting to look for this transition
field with other techniques such as heat capacity or nuclear
magnetic resonance. Although the low frequency spectral
weight we find may be reflective of this, another possibility
is disorder in the films because they are highly susceptible to
aging, air exposure, and imperfections during growth. This
disorder could lead to low frequency absorption and thus the
fits underestimate G̃ðωÞ [e.g., Refs. [49,50] ]. We note that
we can get better fits when we introduce a small Gaussian
distribution in the gap as shown in the Supplemental
Material [17] (sec. VI), but these fits give roughly the same
extracted parameters as above [see Supplemental Material
[17–25] ]. Thus, a small amount of disorder in this fashion
does not affect our overall conclusions.
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