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In cuprate superconductors, high magnetic fields have been used extensively to suppress super-
conductivity and expose the underlying normal state. Early measurements revealed insulatinglike behavior
in underdoped material versus temperature T, in which resistivity increases on cooling with a puzzling
logð1=TÞ form. We instead use microwave measurements of flux-flow resistivity in YBa2Cu3O6þy and
Tl2Ba2CuO6þδ to study charge transport deep inside the superconducting phase, in the low-temperature and
low-field regime. Here, the transition from metallic low-temperature resistivity (dρ=dT > 0) to a logð1=TÞ
upturn persists throughout the superconducting doping range, including a regime at high carrier dopings in
which the field-revealed normal-state resistivity is Fermi-liquid-like. The logð1=TÞ form is thus likely a
signature of d-wave superconducting order, and the field-revealed normal state’s logð1=TÞ resistivity may
indicate the free-flux-flow regime of a phase-disordered d-wave superconductor.
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One of themost important conceptual issues in the copper-
oxide superconductors concerns whether the pseudogap
region in the underdoped part of the doping-temperature
phase diagram [1] contains a quantum-disordered super-
conductor [2–9], with local superconducting pairing but no
long-range phase coherence. Experiments in high magnetic
field have played a central role in trying to settle this issue.
Early measurements on La2−xSrxCuO4 using 60 T pulsed
fields to suppress superconductivity revealed unusual low-
temperature behavior characterized by a logð1=TÞ resistivity
[10],whereT is absolute temperature,which has beenwidely
interpreted as an insulating response [11]. Subsequent
measurements showed that the logð1=TÞ behavior was
confined to the underdoped side (x < 0.16) of the phase
diagram, with metallic behavior observed on the overdoped
side (x > 0.16) [12]. This has been taken as evidence for the
existence of a quantum critical point [13], a contentious issue
in the cuprate phase diagram, but a central organizing
principle in many other correlated electron systems [14–20].
A heavily phase-disordered superconductor is expected

to enter a resistive regime in which a liquid of rapidly
fluctuating vortex-antivortex pairs destroys the supercon-
ducting phase coherence, eventually forming an electronic
crystal [4–9]. A key question for the cuprates is the extent
to which signatures of these vortex fluctuations have been

observed, with key data coming from the Nernst effect and
fluctuation diamagnetism [21–31]. However, the interpre-
tation of these measurements remains highly controversial,
with an alternative body of work focusing on the quasi-
particle mechanisms for Nernst effect that occur in systems
with small Fermi energy [32–37]. The recent observation
of pair density waves by scanning tunneling microscopy
[38,39] takes this debate in a new direction, potentially
providing common ground for the previously opposing
points of view: as well as indicating the persistence of
short-range Cooper pairing outside the superconducting
phase, the observed pair density wave naturally gives rise to
Fermi-surface reconstructions of the kind present in the
underdoped cuprates [40,41]. The electrical transport
signature of the pair density wave or the vortex liquid,
on the other hand, has yet to be identified.
Direct current (dc) electrical transport in a heavily phase-

disordered superconductor, with or without external fields,
is very hard to distinguish from that of a normal metal,
because moving vortices exhibit a flux-flow resistivity ρff
[42–44]. In conventional superconductors, ρff is closely
connected to the normal-state resistivity ρn via the Bardeen-
Stephen relation, ρff ∼ ρnB=Bc2 [42], where Bc2 is the
upper critical field. However, it remains unclear whether
the Bardeen-Stephen picture applies to the cuprates [45], in
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which the vortex cores contain at most a few discrete states
[46] and d-wave pairing [47–50] produces a substantial
density of extended quasiparticle states outside the cores
(e.g., populated by the Doppler-shift effect [51], even at
zero temperature).
To provide new insights into these issues, in this Letter

we report electrical transport measurements deep inside the
superconducting state, in the low-field, low-temperature
limit, where the existence of vortices is unambiguous and
the intervortex spacing is much greater than the vortex core
size. We use high-quality single crystals of YBa2Cu3O6þy
and Tl2Ba2CuO6þδ (see below and Supplemental Material
[52]) to cross the doping-temperature phase diagram using
a trajectory in field and doping inaccessible to high-field
dc resistivity measurements. In this regime the vortices are
pinned by defects, making their dissipative response
extremely difficult to probe in dc experiments since
exceedingly large current densities are required to initiate
free flux flow. We instead perform a perturbative, phase-
sensitive measurement at microwave frequency to infer
both the vortex pinning (see Supplemental Material [52])
and flux-flow resistivity from the complex electrical
response of the flux lines [75–77]. The flux-flow resistivity
at all dopings follows a universal, logð1=TÞ temperature
dependence, even on the overdoped side where the field-
revealed normal-state resistivity is Fermi-liquid-like. Since
this rules out a Bardeen-Stephen-type mechanism, in which
resistive losses in the cores simply mimic the underlying
normal state, the logð1=TÞ behavior is evidently an intrinsic
property of cuprate vortices, suggesting that the field-
revealed logð1=TÞ resistivity in the underdoped regime
may indicate free flux flow.
The experimental concept is summarized in Fig. 1.

A perturbative microwave field Hrf induces a screening
current density Jrf at the outer edges of the sample, with Jrf

being nearly uniform within a vortex-lattice unit cell.
We measure the ratio of the tangential components of
the electric and magnetic rf fields at the sample surface via
the cavity perturbation technique [78,79] (Supplemental
Material Sec. S1A [52]). Since electric field E ¼ ρ̃J, this
directly probes the complex resistivity ρ̃. In zero applied
magnetic field, the Meissner response ρ̃s is mostly imagi-
nary and dominated by the reactive superfluid dynamics of
the superconductor, with a small density of quasiparticle
excitations present that couple to the rf fields and result in a
nonzero dissipative term. In field, a flux-line lattice is
established and the induced vortex motion contributes a
new term ρ̃v to the electrodynamics that is approximately
additive in the complex resistivity: ρ̃eff ≃ ρ̃s þ ρ̃v [76,77].
The dynamical process is illustrated in Fig. 1(b): the
magnetic vortex is subject to the Lorentz force applied
by the oscillating current Jrf , and hence vibrates
perpendicular to Jrf with an amplitude typically much less
than 1 Å [45]. The motion of the flux line induces an
electrical dipole field 90° out of phase with the reactive
pinning force, which couples to quasiparticle excitations in
the vicinity of the core and manifests dissipation [Fig. 1(c)].
In short, the flux line behaves as a driven damped harmonic
oscillator, with the viscous friction between the vortex and
the electrical fluid (i.e., flux-flow resistivity) as the damp-
ing term. As outlined in Supplemental Material Sec. S1B
[52], the flux-flow resistivity and pinning constant can be
simultaneously extracted from our phase-sensitive mea-
surements of the complex ρ̃v. The robustness of the
extraction has been empirically validated by (1) comparing
our extracted flux-flow resistivity to dc resistivity mea-
surements, (2) comparing our extracted pinning constant to
that inferred from dc magnetization measurements, and
(3) comparing our results with measurements at higher
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FIG. 1. Measuring flux-flow resistivity in cuprate superconductors. (a) A platelet crystal is cooled in a static magnetic field B,
perpendicular to the CuO2 planes, setting up a uniform vortex lattice with in-plane screening currents. Aweak microwave magnetic field
HrfkB induces an electrical current density Jrf, concentrated near the edges of the platelet. (b) A superconducting flux line experiences a
Lorentz force Φ0Jrf per unit length, where Φ0 is the superconducting flux quantum, driving the vortex sideways with velocity vvortex
(yellow arrows). By stimulating the vortex at microwave frequencies and measuring the vortex velocity in a phase-sensitive manner, both
dissipative and elastic forces on the flux line can be resolved. (c) Over most of the vortex lattice unit cell, power absorption is little
changed from its value in the absence of vortices. However, near the center of the unit cell, the oscillatory motion of the vortex induces
additional electric fields (red), which couple to charge excitations in the vortex core giving rise to increased dissipation, parametrized by
the vortex resistivity ρ̃v, as described in Supplemental Material Sec. S1B [52].
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microwave and terahertz frequencies (Supplemental
Material Sec. S2 [52]).
Our four YBa2Cu3O6þy and two Tl2Ba2CuO6þδ samples

span the entire range of superconducting dopings in the
cuprate phase diagram; the extracted flux-flow resistivity is
plotted in Fig. 2. In each sample, ρffðTÞ drops rapidly as the
vortex cores shrink on cooling below Tc. After a minimum
at an intermediate temperature, ρffðTÞ rises again and, in
all samples, transitions into a regime in which ρffðTÞ≈
ρ0 þ ρ1 logð1=TÞ. For the most underdoped sample,
YBa2Cu3O6.333, this behavior is not surprising: its zero-
field normal-state resistivity is known to follow a logð1=TÞ
form [80], and the Bardeen-Stephen picture would then
lead us to expect the same in ρffðTÞ. The observation of
logð1=TÞ flux-flow resistivity in the more highly doped
YBa2Cu3O6þy samples is more surprising, since these
materials are exceptionally clean and have a high degree
of CuO chain order. As a measure of their quality, zero-field
microwave spectroscopy of similar samples of ortho-II
YBa2Cu3O6.52 and ortho-I YBa2Cu3O6.993 indicates low-
temperature transport mean free paths exceeding 5 μm
[81,82], while quantum oscillation measurements on
ortho-II YBa2Cu3O6.52 give a dephasing mean free path
l ∼ 350 Å in the normal state, corresponding to kFl > 40,
where kF is the Fermi wave number [83]. This is a regime in
which strong localization should not occur.
At Tc ¼ 89 K (slightly overdoped) we exhaust the

doping range that can be explored in pure YBa2Cu3O6þy

and switch to the Tl2Ba2CuO6þδ system. The overdoped
side differs from the underdoped region in that super-
conductivity is BCS-like, with an energy gap proportional
to Tc that closes on warming through Tc [87–90]. The
normal state is generally regarded as consistent with Fermi-
liquid theory, since quantum oscillation experiments show
a large, unreconstructed Fermi surface, with Fermi-liquid
temperature damping [85,86]. Furthermore, the field-
revealed, low-temperature resistivity in as-grown material
is metallic, with power-law exponents close to the Fermi-
liquid value of 2 [43] and a kFl value of approximately 300
[85,86]. In particular, superconductivity in highly over-
doped samples can be suppressed by laboratory-scale
magnetic fields, yet no indication of logð1=TÞ upturns
has been observed at low temperature [43] (also see
Supplemental Material Sec. S2D for in-field normal-state
measurements on our own sample [52]). It is therefore
extremely surprising that flux-flow resistivity exhibits a
logð1=TÞ temperature dependence in this doping range, as
seen in Figs. 2(f) and 2(g) for Tc ¼ 45 K and Tc ¼ 25 K
Tl2Ba2CuO6þδ, respectively. Were the Bardeen-Stephen
relation to apply, the flux-flow resistivity would decrease
monotonically with decreasing temperature. The break-
down of the Bardeen-Stephen relation in overdoped
material is our most significant observation, since it
demonstrates that the logð1=TÞ flux-flow resistivity does
not have its roots in the normal state, but is a property of
the vortices themselves.

dc dc

(b) (a) (e)

(f)

(g)

(c)

(d)

FIG. 2. Flux-flow resistivity across the hole-doped cuprate superconducting dome. (a) Phase diagram, based on data from
YBa2Cu3O6þy [84] and Tl2Ba2CuO6þδ [85]. To the left of optimal Tc, on the underdoped side of the phase diagram, superconductivity
emerges from the pseudogap regime [1]. To the right of the superconducting dome, on the overdoped side of the phase diagram, the
normal state is consistent with a Fermi liquid [43,85,86], and superconductivity is BCS-like, with an energy gap that scales as Tc and
closes in the normal state [87–90]. Surrounding the phase diagram are semilog plots of low-temperature flux-flow resistivity data:
(b) YBa2Cu3O6.333, Tc ¼ 16 K, (c) ortho-II ordered YBa2Cu3O6.52, Tc ¼ 59 K [45], (d) optimally doped YBa2Cu3O6.93, Tc ¼ 94 K,
(e) ortho-I ordered YBa2Cu3O6.993, Tc ¼ 89 K, (f) Tl2Ba2CuO6þδ, Tc ¼ 45 K, and (g) Tl2Ba2CuO6þδ, Tc ¼ 25 K. Dashed lines are
low-temperature fits to ρffðTÞ ¼ ρ0 þ ρ1 logð1=TÞ.
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In-plane resistivity measurements on nonsuperconduct-
ing YBa2Cu3O6.35 found logð1=TÞ behavior extending
down to a temperature of 80 mK [80]. To test whether
the microwave flux-flow resistivity exhibits similar behav-
ior, we performed a second version of our experiment in
a 3He-4He dilution refrigerator [91] on the ortho-II
YBa2Cu3O6.52 sample. Low-temperature flux-flow resis-
tivity is shown in Fig. 3, for fields ranging from 0.5 to 7 T.
The logð1=TÞ term observed at higher temperatures extends
below 1 K, but begins to soften at around 0.4 K, likely a
consequence of the finite measurement frequency. The
energy of 2.50 GHz microwave photons corresponds to a
temperature scale Tω ≡ ℏω=kB ¼ 125 mK. As a heuristic
illustration of how this might impact the data, for the
two highest fields we plot ρff against an effective temper-
ature Teff ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

T2 þ T2
ω

p

, in Fig. 3—the logð1=TÞ form is
recovered. Previous measurements above 1.5 K on
YBa2Cu3O6.52 (Fig. 15 of Ref. [45]) support this inter-
pretation, showing low-temperature softening of ρffðTÞ that
becomes more pronounced with increasing frequency.
To this point, the global picture of cuprate charge

transport has been based on dc resistivity measurements
carried out in the field-revealed normal state [10,12]. These
data show a transition, near optimal doping, from logð1=TÞ
resistivity (dρ=dT < 0) in underdoped material to metallic
behavior (dρ=dT > 0) on the overdoped side, in a manner

suggestive of a quantum critical point [10,12]. Being a
superconducting probe, flux-flow resistivity measurements
have allowed us to traverse from the underdoped to the
overdoped regime in the low-field limit, without having to
detour through the field-revealed normal state, as illustrated
in Fig. 2(a). Our results add to the global transport picture
in several significant ways. First, we have observed that the
logð1=TÞ flux-flow resistivity persists across the entire
superconducting doping range, including in heavily over-
doped Tl2Ba2CuO6þδ, implying that the logð1=TÞ behavior
is intimately connected to the superconductivity. Second,
we observe logð1=TÞ flux-flow resistivity in materials in
which kFl ≫ 1, ruling out disorder-induced localization as
the underlying cause. We now turn to the interpretation and
possible origin of this behavior.
In the Bardeen-Stephen model [42], flux-flow resistivity

is given by the normal-state resistivity scaled by the vortex-
core fraction: ρff ∼ ρnB=Bc2. This form has proven very
successful for conventional superconductors, as has also
been confirmed in our own studies on conventional super-
conductors Nb, NbSe2, and V3Si (Supplemental Material
Sec. S2A [52]). There are two reasons why the Bardeen-
Stephen theory is particularly applicable to conventional
superconductors: first, the vortex cores are large, and
contain a near continuum of single-particle states, approxi-
mating the normal-state density of states, and second, since
the pairing symmetry is nodeless, at low temperatures the
vortex cores can be treated as normal-state metallic tubes
embedded in a single-particle vacuum. However, we stress
that cuprates are very different [92] in these respects, since
the vortex cores are small [46] and the few discrete states
they contain cannot be approximated by a metallic con-
tinuum. More importantly, due to the d-wave pairing
symmetry, the vortex cores are surrounded by a gas of
low-energy nodal quasiparticles.
Microwave spectroscopy of ortho-II YBa2Cu3O6.52 has

established a close connection between nodal-quasiparticle
dynamics and vortex dissipation in the cuprates [45]
(Fig. S7 of Supplemental Material [52]). These experiments
reveal a vortex viscosity, ηðω; TÞ ¼ BΦ0=ρff , which has a
frequency and temperature dependence very similar to the
zero-field quasiparticle conductivity, σ1ðω; TÞ [81,82].
This strongly suggests that external nodal quasiparticles,
rather than internal core states, are the predominant damp-
ing mechanism for vortex motion. This contrasts sharply
with conventional superconductors in which the single-
particle excitations are contained inside the vortex core and
have a close correspondence with the states of the normal
metal. In ortho-II YBa2Cu3O6.52 [45], the viscosity (and
quasiparticle conductivity) exhibits pronounced peaks as a
function of temperature, due to the competition between
a rapidly increasing quasiparticle lifetime on cooling and
the condensation of quasiparticles into the superconducting
condensate. A peak in ηðTÞ then leads naturally to a
minimum in ρffðTÞ at intermediate temperatures, followed

Teff B 7 T

Teff B 5 T
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FIG. 3. Low-temperature flux-flow resistivity versus temper-
ature. To track the flux-flow resistivity to lower temperature, the
ortho-II YBa2Cu3O6.52 sample was remeasured in a 3He-4He
dilution-refrigerator version of our experiment. The logð1=TÞ
upturn in ρffðTÞ softens below 0.4 K, likely due to finite-
frequency effects, as the 2.50 GHz microwave photon energy
corresponds to a temperature scale Tω ≡ ℏω=kB ¼ 125 mK. To
illustrate how this may affect the measurement, at the two highest
fields ρff has also been plotted against an effective temperature
Teff ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

T2 þ T2
ω

p

for B ¼ 5 and 7 T (open symbols).
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by a low-temperature upturn. This picture explains the
qualitative form of ρffðTÞ, but on its own does not account
for the detailed logð1=TÞ temperature dependence of flux-
flow resistivity, which remains an open question. The
connection to quasiparticle physics is nevertheless strongly
suggestive and warrants further investigation.
A similar logð1=TÞ power law has been observed in

underdoped SmFeAsO1−xFx, where it is strengthened by
field [93]. This system is not thought to be nodal, and has
magnetic rare earth ions which can interact with the
applied field. SmFeAsO1−xFx thus offers a test for our
interpretation—since its logð1=TÞ term is evidently field
induced rather than field revealed and only exists at low
dopings, the logð1=TÞ contribution to the low-field flux-
flow resistivity should be much weaker or absent, and not
exist at higher dopings. If the logð1=TÞ terms in flux-flow
and high-field resistivity have independent origins or do
not arise from d-wave vortices, the doping dependence of
ρffðTÞ in SmFeAsO1−xFx may more closely resemble that
of the cuprates.
In summary, our results indicate that logð1=TÞ flux-flow

resistivity is an intrinsic dynamical property of cuprate
vortices, which has several implications for charge trans-
port across the phase diagram. It explains the surprising
observation of logð1=TÞ behavior in very clean materials
for which kFl ≫ 1. The striking similarity between the
flux-flow resistivity, field-revealed normal-state resistivity,
and the resistivity of nonsuperconducting underdoped
samples also suggests that the low-temperature pseudogap
regime contains a vortex liquid in free flux flow, with the
observation of logð1=TÞ resistivity outside the supercon-
ducting dome (at low temperatures, and either high fields or
low hole dopings) acting as a signature of short-range
superconducting order and vortex fluctuations [21,22,27].
The existence of such a vortex-liquid regime provides a
natural explanation of Wiedemann-Franz law violation in
underdoped YBa2Cu3O6þy [94]: in a vortex liquid the
electrical transport probes the flux-flow resistivity, with the
bulk medium and the vortices contributing additively to
the total dissipation [76,77]. In contrast, thermal currents in
the vortex state are carried by bulk quasiparticles, with
negligible contribution from the vortex cores [95].
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