
 

Enhanced Electric Dipole Strength for the Weakly Bound States in 27Ne
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An enhanced low-energy electric dipole (E1) strength is identified for the weakly bound excited states of
the neutron-rich isotope 27Ne. The Doppler-shift lifetime measurements employing a combination of the
γ-ray tracking array GRETINA, the plunger device, and the S800 spectrograph determine the lower limit of
0.030 e2 fm2 or 0.052 W.u. for the 1=2þ → 3=2− E1 transition in 27Ne, representing one of the strongest
E1 strengths observed among the bound discrete states in this mass region. This value is at least 30 times
larger than that measured for the 3=2− decay to the 3=2þgs ground state. A comparison of the present results
to large-scale shell-model calculations points to an important role of core excitations and deformation in
the observed E1 enhancement, suggesting a novel example of the electric dipole modes manifested in
weakly bound deformed systems.
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Nuclei lying far from stability can demonstrate unique
static and dynamic properties due to the extremely asym-
metric proton-to-neutron ratios as well as the proximity to
the particle-decay threshold. Nuclear halos, which are
accompanied by the enhanced low-energy electric dipole
(E1) strength, are an example that highlights the unusual
structure ascribed to the spatially extended wave function
of valence nucleons [1–3]. In light p-shell and psd-shell
nuclei close to the neutron drip line, the significant 2s1=2-
wave strength in the ground-state wave function has been
recognized to be crucial in halo formation. The resultant
strong E1 transitions among associated discrete states have
also been observed and interpreted in terms of the exci-
tation of the valence nucleon weakly coupled to a core state
[4]. In general, the strong low-energy E1mode requires two
conditions: (1) the shell structure is modified such that a
non-normal parity state can intrude at the low excitation
energy, and (2) the valence neutron has a small separation
energy (Sn ≲ 1 MeV) and occupies a state with the low
angular momentum (l ¼ 0, 1), allowing the extended wave
function to amplify the E1 strength. Therefore, an obser-
vation of enhanced low-energy E1 strengths provides clear
evidence for the structural change near the drip line. For an
unexplored heavier mass neutron-rich region, the above
picture of the low-energy E1 mode can be altered due to
increasing degrees of collectivity and correlations; how-
ever, data are still scarce, hampering our understanding.

This Letter reports the experimental investigation of
the transition strengths among three bound states in the
neutron-rich nucleus 27Ne. Lying near the boundary
between the sd and pf shells, 27Ne offers new opportunities
to study a possible low-energy E1 enhancement in a
heavier mass system. The ground state of 27Ne has the
spin and parity Jπ of 3=2þgs and a relatively low separation
energy of Sn ¼ 1.51 MeV [5]. Two bound excited states
exist at 765(1) and 885(2) keV lying below the threshold.
The knockout and transfer reaction studies [6–8] have
suggested Jπ ¼ 3=2− for the 765-keV state and Jπ ¼ 1=2þ
for the 885-keV state, respectively. In a naïve shell-model
picture, the dominant configurations of the valence neu-
trons in 27Ne can be assigned as 1d3=2 for the ground state,
2p3=2 for the 765-keV state, and 2s1=2 for the 885-keV
state, respectively, indicating both the 3=2− → 3=2þgs
and 1=2þ → 3=2− decays to proceed via E1 transitions.
Of particular importance is the 1=2þ state with the small
separation energy of Sn ≈ 0.6 MeV, since the s-wave
character of this weakly bound state may result in a strong
E1 transition, whereas, as discussed later, the state has the
2s−11=2 hole configuration and therefore it requires core
excitations to induce the E1 enhancement. This makes a
sharp contrast to the famous example of 11Be where the
1=2þ ground state has a similarly small Sn of ≈ 0.5 MeV
but is dominated by the 2s1=2 particle configuration coupled
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to the 10Begs core. The 1=2− → 1=2þgs transition of 11Be
displays the very strong E1 strength of 0.11ð1Þ e2 fm2 or
0.36(3) W.u., which has been attributed predominantly to
the weakly bound nature of the states [4].
Additionally, the even-odd 27Ne isotope presents an

important testing ground for investigating a possible
interplay between the deformation and weakly bound
nature, since the neighboring 26;28Ne isotopes exhibit fairly
large quadrupole deformation with β2 ¼ 0.3–0.4 [9–11].
Theoretically, it has been shown that the low-l components
(l ¼ 0, 1) in the deformed single-neutron orbits become
dominant at the limit of weak binding [12,13], suggesting
synergetic effects between collectivity and halo structure.
In fact, the recent measurements on the Coulomb and
nuclear breakup reactions of the neutron-rich 31Ne and
37Mg isotopes [14,15] have demonstrated the prevalence of
the l ¼ 1 components in their ground states, suggesting the
formation of a p-wave deformed halo. In the present work,
the electric dipole strength among the discrete bound states
of 27Ne is investigated, which allows for comparisons with
the shell-model calculations [16,17] and therefore provides
new insights into the valence-neutron configurations
responsible for the E1 enhancement. As a unique exper-
imental approach to determine the E1 strengths in 27Ne, a
combined measurement of the branching ratio and lifetimes
of the excited states was performed at the National
Superconducting Cyclotron Laboratory (NSCL).
A primary beam of 48Ca was accelerated up to

140 MeV=nucleon at the NSCL Coupled Cyclotron
Facility and impinged on a Be production target. A secon-
dary beam of 29Na at 90.5 MeV=nucleon was produced and
separated by the A1900 fragment separator [18]. The
9Beð29Na; 27NeÞ reaction was used to populate the excited
states of interest and the S800 spectrograph [19] was used to
identify reaction products. First, a measurement was per-
formed only with a 1.0-mm-thick 9Be target to determine
the branching ratio of the 1=2þ decay. Subsequently, the
lifetime measurements were performed based on the recoil-
distance method [20] using a combination of the 1.0-mm-
thick 9Be target and 0.92-mm-thick Ta degrader separated
at a near-contact 50-μm distance. This resulted in two
different recoil velocities (β ¼ v=c) before and after the
Ta degrader that are denoted as fast (βfast ¼ 0.40) and slow
(βslow ¼ 0.34), respectively. Data were also taken with a
large-distance (25-mm) setting to evaluate backgrounds due
to reactions occurring in the degrader.
Nine GRETINA detectors [21,22] consisting of 36 high-

purity germanium crystals were used to measure the
energies and hit positions of emitted γ rays in coincidence
with reaction products. The TRIPLEX plunger device [23]
was mounted about 13 cm upstream of the center of
GRETINA to facilitate the recoil-distance measurements
[24–26]. Four detectors covered the forward-most angles
between 20 and 50 degrees, whereas the remaining five

detectors were positioned at angles around 70 degrees. For
the lifetime measurements, the events are selected for the
laboratory angles below 40 degrees to ensure the sensitivity
to the Doppler shifts. Addback of multiple γ-ray inter-
actions in GRETINA, Doppler-shift correction with the
track information of the reaction products, and the evalu-
ation of neutron-induced backgrounds were performed as
described in Ref. [25].
The Doppler-corrected γ-ray spectrum of 27Ne measured

in the single target setup is shown in Fig. 1. Three γ-ray
peaks corresponding to the 1=2þ → 3=2− transition at
120 keV, the 3=2− → 3=2þgs transition at 765 keV, and
the 1=2þ → 3=2þgs transition at 885 keV are clearly
observed with the energy resolution of ≈ 2% (FWHM)
in this measurement. Note that a sizable branch observed
for the 120-keV decay originated from the 1=2þ state at
885 keV is indicative of a strong E1 strength of the 1=2þ →
3=2− transition, given that the other M1=E2 decay branch
has a much larger level spacing of 885 keV. The branching
ratios are deduced to be 17� 3% and 83� 3% for the 1=2þ
decay to the 3=2− and 3=2þgs states, respectively, which
agree well with the previous results (16.2� 2.0% and
83.8� 2.0%) [6].
Figure 2 shows the Doppler-corrected γ-ray spectra

obtained from the recoil-distance lifetime measurements of
27Ne. In Fig. 2(a), the Doppler-shift correction is optimized
for the slow components, but only the fast components are
evident for both the decays from the 3=2− and 1=2þ states.
A clear absence of the slow component for the 885-keV
transition suggests a very short lifetime of the state; however,
the low-energy tail visible for the 765-keV peak indicates that
the lifetime should be in the measurable range based on its
spectral shape. Therefore, the lifetimes are studied via the
spectral shape analysis employing GEANT4-based simulations
[24–27] that incorporate all important aspects of experimental
conditions. The neutron-induced background contributions
present a peak structure after Doppler-shift correction [25]
as only forward-angle data are used for Fig. 2(a). Following
the procedure of Ref. [25], the background yields were first

FIG. 1. Doppler-corrected γ-ray spectrum measured in the
9Beð29Na; 27NeÞ reaction is compared with the simulation includ-
ing an exponential background. The additional low-energy
background is determined based on the quadratic fit to a reference
spectrum obtained from the neighboring 28Ne isotope.
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constrained using the laboratory-frame spectra and then
included in the fit by simulating corresponding spectra for
the projectile frame. The χ2 distributions shown in Fig. 2(b)
are the results obtained from the fits to the 765-keV [Fig. 2(c)]
and 885-keV [Fig. 2(d)] spectra. The mean lifetime (τ) of the
3=2− state at 765 keV is determined to be 2.1� 0.5 ps based
on the method [28] by scaling up the statistical uncertainties
by the square root of the reduced χ2 value. The quoted error is
the quadratic sum of the statistical uncertainty (0.4 ps) and
systematic ambiguities (0.3 ps) such as due to the feeding

from the 1=2þ state and the background from reactions in the
degrader. As for the 1=2þ state at 885 keV, the minimum χ2

value is found at τ ¼ 1.5 ps although the χ2 distribution is
rather flat toward 0 ps with a reduced χ2 ∼ 3.5. Therefore, an
upper limit (1σ) of τ ¼ 2.0 ps is determined for the 1=2þ
state, where the consideration of the systematic error leaves
this upper bound unchanged.
In Figs. 2(c) and 2(d), the measured spectra are also

compared to the simulated spectra with the lifetime of
0 ps (blue histograms) in addition to the present lifetime
results [red histograms for Figs. 2(a), 2(c), and 2(d)]. In
the comparison for the 765-keV transition [Fig. 2(c)], the
excess of the yield at the slow component is clearly
demonstrated, whereas the data for the 885-keV state
[Fig. 2(d)] are consistent with either of the two simulations
with τ ¼ 0 and 2 ps, confirming the present conclusions.
Since the present results rely on an understanding of the
spectral shape in the region of the slow components that
could be affected by Compton scattering or low-energy tails
of the fast components if they existed, the additional spectra
from the 25-mm distance setting are shown in Figs. 2(e)
and 2(f) as a reference. Note that the neutron-induced
backgrounds have only marginal contributions to the region
of interest [Fig. 2(c)]. In order to gain statistics, all events
from GRETINAwithout the angle gates were used for these
spectra and the Doppler-shift correction was optimized for
the fast velocity and the target position. In this specific case,
fast and slow components are expected to be well separated
due to combined effects of over-corrected velocities and
under-corrected γ-detection angles used in the Doppler-
shift correction for the degrader (slow) components [29].
Since the excited states produced in the target are expected
to completely decay before reaching the degrader, the
spectra shown in Figs. 2(e) and 2(f) are not sensitive to
the lifetimes of the states, but provide useful measurements
to constrain the reaction contributions from the degrader.
The relative degrader contributions are determined sepa-
rately for each state and found to be as small as ≈15%. The
simulations that take into account the degrader contribu-
tions reproduce the measured spectra very well, demon-
strating that the reference simulations (blue histograms)
shown in Figs. 2(c) and 2(d) indeed provide reliable
baselines for the lifetime analysis.
The present results of BðE1; 1=2þ → 3=2−Þ and

BðE1; 3=2− → 3=2þgsÞ in 27Ne are obtained by combining
the measured branching ratios and lifetimes and summa-
rized in Table I. The BðE1; 1=2þ → 3=2−Þ is found to have
a lower bound of 0.030 e2 fm2 or 0.052 W.u. from the
lifetime of the 1=2þ state and the branching ratio of the
1=2þ decay to the 3=2− state. The BðE1; 3=2− → 3=2þgsÞ is
determined by the lifetime of the 3=2− state and is found to
be 6.7þ2.1

−1.3 × 10−4 e2 fm2 or 1.2þ0.3
−0.3 × 10−3 W:u: It should

be noted that the lower limit of the E1 transition rate
obtained for the 1=2þ decay is at least 30 times stronger
than that measured for the 3=2− decay, representing one of

(a) (b)

(c) (d)

(e) (f)

FIG. 2. Doppler-corrected γ-ray spectrum from the recoil-
distance lifetime measurements of 27Ne with the d ¼ 50 μm
distance setting is shown in (a). The arrows indicate the fast (f)
and slow (s) components. The background contributions due to
reactions of neutrons onto 27Al and 72Ge [25] are shown by the
dark histogram. The panel (b) shows the χ2 distributions (with the
reduced χ2 on the right axis) from the fits to the spectra for
the 3=2− decay (c) and the 1=2þ decay (d). In (c) and (d), the data
are compared to simulated histograms with different lifetimes; the
present results (red), the reference value of 0 ps (blue), and the
EEdf1 shell-model prediction of 4.5 ps (gray, see text), including
background (dashed lines). In the bottom panels, Doppler-
corrected γ-ray spectra taken with the large distance setting
(d ¼ 25 mm) are shown for the 3=2− (e) and 1=2þ (f) decays.
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the strongest E1 transition strengths observed among the
low-lying bound states in sd-shell nuclei [5,30].
In order to understand the valence-neutron configura-

tions responsible for the strong E1 enhancement in 27Ne,
large-scale shell-model calculations were performed. First,
calculations were performed in the 1s − 1p − 2s1d − 1f2p
shell-model space [16] using the WBP Hamiltonian with a
modification to reduce the sd − pf gap by 0.7 MeV [8].
The calculations (denoted as WBP-M) were performed by
allowing for a maximum of 1ℏω (1p1h) excitations for
both protons and neutrons and therefore the present results
for positive-parity states correspond to those from the USD
interaction used for the sd part of the WBP Hamiltonian.
The present calculations well reproduce the level scheme as
shown in Fig. 3(a).
The E1 transition rates are also calculated using the

isovector dipole transition operator eðZ=AÞPN
i¼1riY1μðriÞ−

eðN=AÞPZ
i¼1riY1μðriÞ where the spurious center-of-mass

motion is subtracted. The radial integrals are calculated on
the harmonic oscillator basis. As shown in Table I, the
present calculations agree well with the BðE1Þ measured for
the 3=2− → 3=2þgs transition, but the strength calculated
for the 1=2þ decay is smaller at least by a factor of 4. As
illustrated in Fig. 3(b), the dominant components for the
3=2− and 3=2þgs states correspond to the intruder 2p3=2 and
normal 1d3=2 configurations coupled to the lowest configu-
ration of 26Ne, respectively. The E1 transition between these
dominant configurations is allowed but the overall strength
remains hindered due to the small E1 single-particle
transition strength between the 1d3=2 and 2p3=2 orbitals

and the destructive interference with other strengths. As for
the 1=2þ state, the single-particle transition strength between
the 2s1=2 and 2p3=2 orbitals gives dominant contributions;
however, the E1 transition between the dominant configu-
rations [Fig. 3(b)] is forbidden, since the 1=2þ state of 27Ne
corresponds to the 2s−11=2 hole state. Therefore it requires core
excitations in either 1=2þ or 3=2− state to yield a finite E1
strength. Besides, possible effects due to spatially extended
wave function of the 1=2þ state cannot be included in
the calculations because the 2s−11=2 hole state should be
regarded as a 2s1=2 particle state tightly bound to an excited
core state of 26Ne, following the common prescription [4].
In fact, the result of BðE1Þ does not change significantly
even if the calculations are performed with the radial wave
functions derived from Skyme Hartree-Fock models unless
an unphysically small binding energy is assumed for the
2s1=2 single-particle orbital.
The nuclear region in the vicinity of 27Ne is known as the

island of inversion [31] where the neutron 2p2h and 4p4h
configurations across the N ¼ 20 shell gap dominate the
ground states enhancing quadrupole collectivity. Such
intruder configurations may play an important role in the
dipole excitation of 27Ne, since the lowest configurations
[Fig. 3(b)] do not allow for the E1 transition between the
1=2þ and 3=2− states. Therefore, further shell-model
calculations were performed (denoted as EEdf1 [17,32])
in the sdpf model space including up to 6p6h excitations
from the sd shell to pf shell by applying the recently
developed extended Kuo-Krenciglowa (EKK) theory of the
effective nucleon-nucleon interaction. The EKK calcula-
tion provides a microscopic shell-model description of
nuclear properties in the island of inversion without fit of
the interaction [17]. The level energies of the EEdf1
calculations differ from data by about 0.5 MeV, but no
adjustments are made for the single-particle energies as
determined in Ref. [17]. However, the calculated spectro-
scopic factors for the dð26Ne; 27NeÞp reaction are 0.46,
0.44, 0.19 for the 3=2þ, 3=2−, 1=2þ states of 27Ne,
respectively, showing a good agreement with the data
[0.42(22), 0.64(33), 0.17(14) for the 3=2þ, 3=2−, 1=2þ
states] as well as the WBP-M calculations [8]. A notable
difference in the EEdf1 results is the sizable intruder
components found for the positive-parity states of 27Ne
as well as the ground state of 26Ne. The 3=2þgs state of 27Ne
has about 30% 2p2h components, which are comparable to
those obtained for the ground state of 26Ne. These compo-
nents become more dominant (about 70%) for the 1=2þ

state in 27Ne, whereas the 3=2− state remains in the normal
1p1h configuration (about 80%). The larger values of
BðE1Þ are obtained for both the decays (Table I) due to the
increased role of the 1f7=2 − 1d5=2 transition, accounting
partly for the E1 enhancement. However, the absolute
strength for the 1=2þ decay and its enhancement relative to
the 3=2− decay still remains too small. For comparison, the

TABLE I. The E1 transition strengths (e2 fm2) in 27Ne mea-
sured in the present work (Exp) compared to the shell-model
calculations with the WBP-M and EEdf1 interactions.

27Ne Exp WBP-M EEdf1

BðE1; 1=2þ → 3=2−Þ >3.0 × 10−2 7.5 × 10−3 1.4 × 10−2

BðE1; 3=2− → 3=2þgsÞ 6.7þ2.1
−1.3 × 10−4 4.1 × 10−4 6.7 × 10−3

(a) (b)

FIG. 3. (a) The level scheme of 27Ne is compared to theWBP-M
and EEdf1 shell-model calculations. (b) The dominant configu-
rations given by the WBP-M calculations are illustrated for three
valence neutrons outside the fully occupied 1d5=2 orbital. The
diagrams with the arrows indicate the allowed (circle) or
forbidden (cross) E1 transitions among the states.
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corresponding spectrum with the theoretical lifetime of
τSM ¼ 4.5 ps obtained from the EEdf1 calculation and
measured branching ratio is shown in Fig. 2(d).
The strong E1 transition presently identified for 27Ne

represents a novel example because the E1 transition is
associated with the 2s−11=2 hole state in the shell-model
picture and therefore it requires core excitations to induce
the E1 enhancement unlike other known cases in light
nuclei [4]. The present case also provides a challenge for
our understanding of dipole excitations in neutron-rich
systems, since physics mechanisms involving the modifi-
cation of the shell structure, the core excitation and
deformation, and weakly bound effects near the threshold
[33] would need to be incorporated to fully comprehend the
origin of the E1 enhancement. Concerning the collectivity,
both the shell-model calculations predict fairly large M1

and E2 strengths [34] [WBP-M: BðM1Þ of 6.0 × 10−2 W:u:
and BðE2Þ of 6.0 W.u., EEdf1: BðM1Þ of 2.2 × 10−2 W:u:,
and BðE2Þ of 6.2 W.u.] for the 1=2þ → 3=2þgs transition.
The corresponding theoretical partial lifetime of 0.8–2.0 ps
is comparable to the upper limit of 2.4 ps experimentally
constrained from the upper bound of the 1=2þ lifetime and
the branching ratio for the 1=2þ decay to the 3=2þgs state. In
this respect, it is interesting to note that the configurations
of the 3=2− and 1=2þ states in 27Ne may correspond to
½NnzλΩ� ¼ ½330 1=2� and [200 1=2] Nilsson orbitals at the
deformation of β2 ≈ 0.4 [35], respectively. In this picture,
the E1 transition can be viewed as the single-particle
excitation of the valence neutron weakly bound to the
deformed core [36], suggesting the deformation as an
important ingredient to account for the E1 enhancement.
In summary, a strong low-energy E1 transition has been

found in the neutron-rich 27Ne isotope from excited-state
lifetime measurements with GRETINA. A comparison of
this result with large-scale shell-model calculations indi-
cates that core excitations and deformation are key mech-
anisms in inducing the E1 enhancement, emphasizing the
importance of further studies to pin down the absolute E1
strength and its origin. The present data provide the first
example of strong E1 transitions occurring in the weakly
bound states of neutron-rich nuclei in the vicinity of the
island of inversion, highlighting the intriguing interplay of
the shell erosion, deformation, and weakly bound nature of
nuclei far from stability.
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