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Electronic-bridge excitation of the 76 eV nuclear isomeric state in 235U is shown to be strongly enhanced
in the U7þ ion, potentially enabling laser excitation of this nucleus. This is because the electronic spectrum
has a very high level density near the nuclear transition energy that ensures the resonance condition is
fulfilled. We present a quantum statistical theory based on many-body quantum chaos to demonstrate that
typical values for the electronic factor increase the probability of electronic bridge in 235U7þ by many orders
of magnitude. We also extract the nuclear matrix element by considering internal conversion from neutral
uranium. The final electronic-bridge rate is comparable to the rate of the Ybþ octupole transition currently
used in precision spectroscopy.
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Precision laser spectroscopy of nuclear transitions will
allow an unprecedented probe of nuclear physics, bridging
the fields of nuclear and atomic physics. Proposed appli-
cations include nuclear lasing [1], nuclear quantum optics
[2], and extremely accurate nuclear clocks [3,4]. Recent
theoretical [4–10] and experimental [11–13] work in this
direction has focussed on the 229Th nucleus, which has the
smallest known nuclear transition from the ground state—
expected to be in the vicinity of 7.8 eV [14], although the
precise energy is still uncertain.
After 229Th the next lowest-energy nuclear excitation,

and the only other known to lie below 1 keV, is the 76 eV
nuclear transition of 235U. This transition has received far
less attention because its energy is in the extreme ultraviolet
(EUV) and it is a much weaker (E3) transition than the
229Th (M1) transition. However, it also has some advan-
tages: its location and properties are quite well known
compared to the 229Th isomeric transition (to ∼0.5 eV
[15]); 235U is more readily available than 229Th; 235U has a
very long half-life; and chemical compounds of uranium
are available to, for example, load atomic traps. It is also
worth noting that the 235U transition involves a change in
nuclear shell: the Nilsson quantum numbers of the ground
and metastable states are 7=2−½743� and 1=2þ½631�, respec-
tively. Therefore, the uranium EUV transition provides a
very different probe of nuclear physics than the 229Th
transition.
The major drawback of 235U for nuclear spectroscopy is

that its frequency is huge by laser standards, and well
outside the conventional range. Nevertheless, there have
been recent demonstrations of up-conversion of frequency
combs using high-harmonic generation that can achieve
EUV frequencies [16–19].

The other issue is that with a natural transition lifetime of
order 1024 s, the 235U nuclear transition is considered too
weak for precision spectroscopy (see, e.g., Ref. [12]). In
this work we show that, by carefully selecting suitable ions
and using the electrons to mediate the nuclear transition via
electronic bridge (EB), the strength of this nuclear tran-
sition can be brought into the range of existing atomic
transitions used as frequency standards.
In the electronic-bridge process, a nuclear decay occurs

not by the direct emission of a photon, but rather by the
excitation of an electron, which in turn decays via photo-
emission. Despite being a third-order γ-radiation process in
QED (see Fig. 1), the electronic-bridge process can be the
dominant channel for the decay of a nuclear isomer,
particularly if a resonance channel is available [20]. This
also applies to the inverse process, sometimes called
“inverse electronic bridge” [21]. The key point is that

FIG. 1. Feynman diagram of the considered electronic-bridge
process. The double line represents the nucleus, while the dashed
line is the hyperfine-E3 interaction. In our excitation scheme the
electronic state t is the lowest 6p45f½5=2�− level and i is the
6p5½3=2�− ground state.
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the nucleus only weakly couples to low-energy photons due
to the small size of the nucleus in comparison to the
wavelength of the radiation, while electrons can act as
effective mediators of the interaction. EB has previously
been studied in 235U [21–23], 229Th [24–30], and for
the 3.4 keV excited-state nuclear transition in 84Rb [31].
Laser-induced electronic bridge has been proposed to
determine the excitation energy of the 229Th isomer in
Refs. [10,32,33]. Nevertheless, as yet there is no clear
experimental observation of the EB mechanism [34].
In this Letter, we envisage laser excitation of the 235U

nucleus in a trapped ion via the EB mechanism. In any such
attempt it is necessary to suppress further photoionization
by the 76 eV photons (as well as the internal conversion
decay mode of the nuclear isomer). Therefore it is neces-
sary to strip 235U of at least its six valence electrons. The
spectral density at 76 eV drops rapidly with increasing
ionization stage. However, in this Letter we show that U7þ
should be a very good candidate for nuclear excitation via
the EB process because it has a very dense electronic
spectrum that ensures the resonance condition is fulfilled.
This density is due to having several active 6p electrons
and relatively low-energy excited orbitals. Precision
spectroscopy of highly charged ions is currently being
pursued [35] and the sympathetic cooling of highly charged
ions in a cryogenic Paul trap has already been demon-
strated [36,37].
The 235U nuclear ground state has spin and parity

IP ¼ 7=2−, while the low-energy metastable state is 1=2þ.
In order to calculate properties of the E3 transition, we
require the reduced nuclear matrix element BðE3; m → gÞ.
This can be obtained by considering the internal conversion
of the 235U atom, which has a half-life of approximately
26 min [15]. Following the conventions of Ref. [29], we
define the hyperfine-interaction Hamiltonian between
nuclear operators Mλ

K and usual electronic hyperfine-
interaction operators TKλ as

Hint ¼
X

Kλ

Mλ
KTKλ: ð1Þ

The reduced operators of M are related to the usual nuclear
matrix elements by

BðτK;m → gÞ ¼ 2K þ 1

4π

jhgjjMKjjmij2
2Im þ 1

;

where K is the interaction multipolarity. BðτK;m → gÞ
is usually measured in Weisskopf units (see, e.g.,
Ref. [38]). For E3 transitions the Weisskopf unit is
BðE3Þ¼0.05940A2e2 fm6¼1.494×10−25 in atomic units
(ℏ ¼ e ¼ me ¼ 1; A ¼ 235).
In this Letter, we neglect the hyperfine splitting of levels;

therefore, the total wave function can be factorized into
nuclear and electronic parts (this is equivalent to averaging

over the hyperfine structure). Internal conversion involves a
relaxation of the nucleus (m → g) with a simultaneous
emission of an electron from the shell α. For uranium in the
ground electronic state 5f36d7s25Lo

6 , the corresponding
internal conversion rate is

ΓIC ¼ 8π2

½K�2 BðτK;m → gÞ
X

α

nα
½jα�

X

jl

jhαjjTKjjεjlij2: ð2Þ

Here we have introduced the notation ½j� ¼ 2jþ 1, nα is
the initial occupancy of the shell α, and the emitted electron
has energy ε.
A configuration interaction calculation using the atomic

code AMBiT [39] indicates initial shell occupancies for
the uranium ground state of 7s1.796d1.093=2 6d

0.12
5=2 5f

2.73
5=2 5f

0.27
7=2 .

With these values of nα, we calculate the electronic factor
from Eq. (2):

X

α

nα
½jα�

X

jl

jhαjjTKjjεjlij2 ¼ 1.23 × 106:

The internal conversion is dominated by the contribution of
core 6p shells with emission of a d-wave electron [40],
unlike in thorium where internal conversion mainly comes
from the 7s shell [41]. Using the measured internal
conversion lifetime of 26 min, we obtain BðE3; m → gÞ ¼
0.036 W:u:, consistent with previous calculations [40].
At this point it is worthwhile to make a brief aside and

calculate the natural linewidth of the transition. Using the
standard formula [29,38] we obtain

ΓγðE3; m → gÞ ¼ 8π

ð7!!Þ2
4

3

�
ωN

c

�
7

BðE3; m → gÞ

¼ 1.0 × 10−24 s−1: ð3Þ

The natural lifetime is therefore much larger than the half-
life of the 235U nucleus, and is even longer than the lifetime
of the Universe. However, this longevity is only realized in
special systems, such as a bare uranium nucleus: electronic-
bridge interactions will generally dominate. Indeed, the
mere presence of atomic electrons may induce virtual
internal conversion rates several orders of magnitude larger
than suggested by Eq. (3) [22,23].
In order to overcome the smallness of Eq. (3), and enable

laser spectroscopy of this nucleus, we seek an electronic
structure which maximizes the electronic-bridge mecha-
nism. In this work we concentrate on U7þ, which has
ground state configuration [Hg] 6p52Po

3=2. The lowest

excited states are the fine-structure partner 6p52Po
1=2 and

the 6p45f levels, which are some 14 eV above the ground
state. In order to excite the E3 nuclear isomeric transition
using EB, we require an E3 electronic hyperfine transition
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from the ground state. Therefore, we require even-parity
levels with 3=2 ≤ J ≤ 9=2 in the region of 76 eV.
In our scheme, we would first populate the 6p45fJ ¼

5=2− metastable state. This level has only a suppressedM1
transition to the ground state (because Δl ¼ 2, it proceeds
only via configuration mixing). This could be populated
directly or via the 6p46d levels at around 27 eV. We would
then excite the system with a 62 eV light source to an even-
parity level ν, which could in turn decay to the ground
state with nuclear excitation (see Fig. 1). This scheme
maximizes the number of levels that participate in the EB
process.
The even-parity spectrum of U7þ begins with the 6p46d

configurations and rapidly becomes very dense with
increasing energy. At 76 eV above the ground state, the
density is over 2000 levels per eV, or ∼30 per eV for each
subspace with even parity and fixed angular momentum
and projection. At this energy the average mixing between
states [i.e., the root-mean-square off-diagonal Hamiltonian

matrix element ðH2
ijÞ1=2 [42] ] is around 5 times larger than

the level spacing, which means that the levels are essen-
tially completely mixed. Under these conditions we have
many-body quantum chaos (MBQC), and a statistical
description of the system becomes valid (see, e.g.,
Refs. [42–47], and references therein). MBQC in electronic
spectra has previously been predicted in near-neutral
lanthanides [42] and actinides [48], as well as at high
excitation energies in highly charged ions with open f
shells [45,49].
In the quantum statistical theory we express the chaotic

even levels jνi in the basis of principal components jki as

jνi ¼
X

k

CðνÞ
k jki; ð4Þ

where the coefficients CðνÞ
k behave as uncorrelated random

variables with mean zero (CðνÞ
k ¼ 0) and

CðνÞ
k CðμÞ

m ¼ δνμδkmjCðνÞ
k j2; ð5Þ

jCðνÞ
k j2 ¼ DJ

2π

Γspr

ðϵν − ϵkÞ2 þ Γ2
spr=4

; ð6Þ

where Γspr is known as the spreading width, which depends
only weakly on energy [45].
In a “configuration-averaged” statistical theory the prin-

cipal components jki can be configurations. However, in
order to preserve the exact angular properties of the levels and
operators, in this Letter we use functions with definite
values of J and projection M built by performing a
configuration interaction calculation using all configuration
state functions belonging to a single nonrelativistic configu-
ration. Previously we used this “level resolved” statistical

theory to calculate electron-capture cross sections in
W20þ [50].
Again, we neglect the hyperfine splitting of levels and

factorize the nuclear and electronic parts of the 235U7þ wave
function. Following the notation of Refs. [10,30], we can
write the rate of the spontaneous EB process as

ΓEB ¼ 4ω3

3c3
jhIgjjMKjjImij2
½K�½Im�½Jt�

G2

¼ 16π

3½K�2½Jt�
ω3

c3
BðE3; m → gÞG2; ð7Þ

where ω is the frequency of the absorbed photon. The
electronic factor is

G2 ¼
X

Jν

1

½Jν�
����
X

ν

hijjT3jjνihνjjdjjti
ωνi − ωN þ iΓν=2

����
2

; ð8Þ

where ωνi ¼ ϵν − ϵi and ωN ¼ Em − Eg ≈ 76 eV. T3 is the
rank-3 electronic hyperfine interaction operator (see, e.g.,
Appendix B of Ref. [51]), and d is the electric dipole
operator.
We now apply the statistical theory of MBQC to the EB

process, substituting Eqs. (4)–(5) into Eq. (8). We obtain
three terms which, following the nomenclature created for
atomic processes in Ref. [52], we call the coherent,
independent resonance, and residual, respectively:

G2 ¼
X

Jν

1

½Jν�
�����

X
νk
jCðνÞ

k j2 hijjT3jjkihkjjdjjti
ωνi − ωN þ iΓν=2

����
2

ð9Þ

þ
X

νkm

jCðνÞ
k j2 jCðνÞ

m j2 jhijjT3jjkij2jhmjjdjjtij2
ðωνi − ωNÞ2 þ Γ2

ν=4
ð10Þ

þ
X

ν

����
X

k
jCðνÞ

k j2 hijjT3jjkihtjjdjjki
ωνi − ωN þ iΓν=2

����
2
�
: ð11Þ

In our case the independent-resonance (IR) contribution
Eq. (10) is larger than the coherent and residual by 2 orders
of magnitude; therefore, we neglect the latter.

Expanding the jCðνÞ
k j2, we obtain expressions that contain

sums over ν which only manifest in the energy denomi-
nators, ωνi. Because of the energy conservation condition,
the EB width is much smaller than the mean level spacing.
Therefore, the EB process will be dominated by only a few
resonances near ωN. We may estimate a typical “unlucky”
case where ωN lands exactly between two levels amongst a
forest of levels separated by DJ. Then

X

ν

1

ðϵνi − ϵNÞ2
≈
X

n

1

ðnþ 1=2Þ2D2
J
¼ π2

D2
J
;
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and we obtain for the independent-resonance contribution

GIR
2 ¼

X7=2

Jν¼3=2

1

½Jν�
1

4

X

k

jhijjT3jjkij2Γspr

ðωki − ωNÞ2 þ Γ2
spr=4

×
X

m

jhmjjdjjtij2Γspr

ðωmi − ωNÞ2 þ Γ2
spr=4

: ð12Þ

Note that this procedure is different from that presented in
Ref. [52] for the calculation of atomic processes such as
photoexcitation and photoionization. In that work the
process of averaging over a photon energy with width
Δω containing a large number of resonances allowed the
authors to replace the summation over ν with an integral
over energy. In that case one obtains a prefactor ∼DJ=Γν in
the IR and residual terms, which is not present in our very
narrow EB process.
We have calculated Eq. (12) using AMBiT. Core orbitals

were calculated by solving the self-consistent Dirac-
Hartree-Fock equations in the VN approximation, including
core electrons up to 6s26p5. Excited orbitals were gen-
erated in the VN−1 potential of the residue 6s26p4, and then
orthogonalized to the core orbitals using a Gram-Schmidt
procedure. Orbitals with principal quantum numbers up to
10 and l ≤ 4 (g wave) were included in the calculation.
Principal components jki were generated as follows.

First, we generate configuration state functions (CSFs)
from all possible configurations with configuration-aver-
aged energy below 128 eV from the ground state. We then
diagonalize Hamiltonian submatrices consisting of all
CSFs belonging to a single nonrelativistic configuration.
The resulting eigenstates are our jki. These states still
preserve the angular momentum and projection from the
CSFs, but are more realistically distributed in energy space
because they are spread out by the configuration mix-
ing [50].
To determine the spreading width Γspr and level density

DJ we created Hamiltonian matrices for Jπ ¼ 3=2þ, 5=2þ,
and 7=2þ including all principal components. We find

Γspr ¼ 2πH2
ij=DJ ≈ 4.8 eV, where Hij is the Hamiltonian

matrix element [42].
Using these principal components and Γspr, our calcu-

lation of Eq. (12) yields G2 ¼ 8.0 × 106. This value is not
sensitive to the exact values of ωN and Γspr since each
term in Eq. (12) integrates over a dense set of principal
components within Γspr of ωN .
To check our statistical theory, we have used AMBiT to

generate a “complete” calculation of the even levels ν near
ωN using configuration interaction (exact diagonalization
of the Hamiltonian matrix). Because of MBQC, the
resulting eigenstates ν and energies ϵν only represent the
real spectrum in a statistical sense. That is, the generated
matrix H is an instance of the random matrix with correct
average spacing and mixing, and the resulting spectral

components are only a single instance of the random

variables CðνÞ
k . Using the spectrum thus obtained in

Eq. (8) we generated G2 as a function of ωN in the vicinity
of 76 eV. The results are shown in Fig. 2. The positions of
resonances and their strengths are only indicative; never-
theless, the MBQC calculation falls near the median value
of G2 (see Fig. 3), supporting the validity of the statistical
approach.
With our calculated values of BðE3; m → gÞ and G2, we

are now able to estimate the total electronic-bridge rate of
U7þ from Eq. (7):

ΓEB ≈ 4.7 × 10−10 s−1: ð13Þ

This rate is comparable to that of narrow atomic transitions
used in precision spectroscopy, for example, the atomic E3

FIG. 2. G2 calculated using Eq. (8) and a configuration
interaction spectrum generated using AMBiT. For comparison,
the value calculated with the statistical theory of many-body
quantum chaos Eq. (12) is shown: G2 ¼ 8.0 × 106 (dashed line).

FIG. 3. Cumulative distribution function for ΓEB extracted from
Fig. 2. Dashed line, the estimate of ΓEB from MBQC [Eq. (13)];
dotted line, linewidth of E3 clock transition in Ybþ [53].
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transition of Ybþ [54,55]. Of course, since we do not know
the precise positions of either the nuclear transition or the
electronic resonances, the real value of G2 (and hence ΓEB)
may be orders of magnitude larger. To quantify this
uncertainty, in Fig. 3 we present a cumulative distribution
function for ΓEB based on the values of Fig. 2.
We have shown that by careful selection of ion stage and

electronic-bridge scheme, the effective strength of the
nuclear transition in 235U can be increased by many orders
of magnitude. This brings the transition width to within the
range of current atomic experiments. Different ion stages
will allow the electronic bridge to be adjusted further,
depending on how close the nuclear transition is to an
electronic resonance. Many-body quantum chaos is also
present at 76 eV in U8þ, and this may be useful if U7þ is not
favorable (for example, if the nuclear resonance falls far
from a suitable electronic level, suppressing G2). Other
charge stages may also allow for useful interplay between
electrons and nuclei.
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