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A tenet of time-resolved spectroscopy is “faster laser pulses for shorter timescales”. Here, we suggest
turning this paradigm around, and slowing down the system dynamics via repeated measurements, to do
spectroscopy on longer timescales. This is the principle of the quantum Zeno effect. We exemplify our
approach with the Auger process, and find that repeated measurements increase the core-hole lifetime,
redistribute the kinetic energy of Auger electrons, and alter entanglement formation. We further provide an
explicit experimental protocol for atomic Li, to make our proposal concrete.
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Time and motion are essential entities to man’s aware-
ness of nature’s changes. As such, they have been con-
tinually scrutinized by scholars, not seldom to undermine
or negate their meaningfulness. A notable example was that
of Zeno of Elea [1], who believed in the deceit of the
ordinary perception of change and movement. In a famous
conceptual paradox, he argued that an arrow should not
move, since at any instant it is observed, it is at rest.
In the Copenhagen interpretation of quantum mechanics,

when a system is subject to measurement, its state is
reduced. This leads to a quantum version of Zeno’s arrow
paradox [2]: If an unstable system is measured upon
frequently enough, it will not be able to decay. One should
note that, at the quantum level, measurements may also
increase the decay rate, via the so-called anti-Zeno effect
(QAZE); which of the two mechanism dominates depends
on the type of system and on the measurement rate [3–5].
The quantum Zeno effect (QZE) has been realized in the

laser-induced dynamics of two-level ions [6,7], and in the
decay of ultracold atomic gases [8,9]. However, it has not
yet been directly observed in natural decay processes. Here,
we take a step in bridging this gap, by proposing a protocol
to measure the QZE in Auger-decaying atoms (see Fig. 1).
Auger decay is a fundamental atomic process [10–12] by
which an inner shell vacancy (a core hole) relaxes by
emitting a secondary electron. Because of the short lifetime
of the core hole and the nonlocal nature of the interactions
involved, theoretical modeling of the Auger process is
challenging and, until recently, mostly performed in the
energy domain [13–19] (see, however, [16,20,21]). Yet, due
to progress in ultrafast spectroscopy, real-time studies of
Auger decay are coming of age [22–26], to, e.g., probe
photoinduced electron correlations at the few fs timescale
[27] or to use core-hole lifetimes as a clock for timing
atomic processes [28].
In this Letter, we (i) introduce a measurement protocol to

induce QZE in atomic Auger decay, and we demonstrate it

by real-time simulations. Specifically, a train of π pulses
periodically drives a transition from the Auger-decaying
state to a more stable level (see Fig. 1). By increasing the
pulse intensity and the repetition rate, the QZE is enhanced.
We then (ii) explicitly consider a Li atom and a hollow Liþ
ion, finding an increased lifetime due to QZE that should be

FIG. 1. Pictorial rendering of an experiment on the quantum
Zeno effect (QZE) in Auger decay. Isolated core-hole atoms are
prepared by an x-ray source arising, e.g., from an accelerator
based source or high harmonic generation. A pair of π pulses
separated by a time tm perform a measurement of valence
electrons in the Auger-decaying states and can be repeated
periodically with a delay Δt until Auger decay occurs (left
panel). Provided that Auger decay dominates over competing
processes, QZE should be observable as a slowing down of the
Auger recombination time, i.e., a spectral narrowing of the Auger
electron with kinetic energy, ϵA (right panel). Auger electron
readout can be carried out by electron spectroscopy allowing us,
hence, to monitor the decay either in the energy domain
(regardless of the temporal characteristics of the x-ray source),
or in the time domain with attosecond pulses and a third laser
field (not shown).
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clearly experimentally detectable. Via our simulations, we
also (iii) gauge the range of experimentally controllable
parameters where the QZE should be observable in atomic
Auger decay. Finally, we (iv) show how the QZE influences
the Auger line shape and the formation of entangled
continuum states.
Our work thus provides a proof of concept of a novel,

general notion of spectroscopy in systems with dynamics
slowed down via the QZE.
Atomic system and external fields.—We consider a

model atomic system, where a core electron has already
been ejected and does not interact with the remaining
system (the sudden ejection limit [29]). The atom has two
spinless electrons that enter Auger decay, and is exposed to
a classical time-dependent light field EðtÞ treated in the
dipole approximation (t labels time). Our choice of a
spinless model is computationally convenient, while fully
retaining the essential aspects of Auger physics compared
to the spinful case [15]. The atom is modeled in terms of
four atomic orbitals, jci, jv1i, jv2i, and jv3i, and the
continuum orbitals jϵki grouped in two regions S and P
corresponding, respectively, to states with s and p
symmetry.
The dynamics of the system is determined by the effec-

tive Hamiltonian HðtÞ ¼ H0 þH1ðtÞ, where

H0¼E1j1ih1jþE2j2ih2jþ
X

k∈S
Ekjkihkjþ

X

k∈P
Ekjkihkj

þ
X

k∈S
Mkðjkih1jþH:c:Þþ

X

k∈P
Mkðjkih2jþH:c:Þ: ð1Þ

The Hamiltonian is here expressed in the two-particle states
j1i ¼ jv1v2i and j2i ¼ jv1v3i, which decay with lifetimes
τ1 and τ2 into the states jki ¼ jϵkci. The lifetimes are set by
the matrix elements Mk (related to the Auger matrix
elements), for which we use the Fano approximationMk ¼
M1 (Mk ¼ M2) for k ∈ S (k ∈ P). Given a density of states
ρðϵÞ for the continuum states, this gives a one-to-one
mapping τi ↔ Mi for i ¼ 1, 2. For the system considered
here, the effective Hamiltonian can be derived from a
fundamental many-body Hamiltonian expressed in terms of
single-particle orbitals, as described in the Supplemental
Material (SM). It gives an exact description of the dynamics
starting from the initial state jΨ0i ¼ jv1v2i ¼ j1i.
In our numerical simulations, the continuum states span a

finite energy interval centered at the Auger energy ϵ1ð2ÞA ¼
E1ð2Þ − ϵc for region S (P), and are distributed according to
ρðϵÞ ∝ 1=

ffiffiffi
ϵ

p
.Wehave checked that the results are insensitive

to the change ρðϵÞ ∝ ϵðn−2Þ=2 for n ¼ 1, 2, and 3.
The interaction between the atom and the external mea-

surement field is given by H1ðtÞ ¼ ΩfðtÞ sinðωtÞðj2ih1jþ
j1ih2jÞ, where fðtÞ is an envelope function such that
fðtÞ ¼ 0 for t < 0, and Ω is the Rabi frequency of the
transition. We assume that the laser frequency ω is in

resonance with the transition j1i ↔ j2i, and further that ℏω
is smaller than the system’s ionization potential.
We solved exactly the Schrödinger equation i∂tjψðtÞi ¼

HðtÞjψðtÞi with the Lanczos algorithm [30] to obtain the
populations ncðtÞ, nv1ðtÞ, nv2ðtÞ, and nv3ðtÞ of the atomic
orbitals and so monitor Auger decay in time. The Auger
line shape was calculated via the time-dependent popula-
tions Aðϵk; tÞ ¼ nkðtÞ of the continuum states. Because
of the high kinetic energy of the Auger electron, no
reabsorption occurs (as also verified numerically).
The quantum Zeno protocol for Auger decay.—To

hinder the Auger process in time via the QZE, we need
to periodically bring the system back to its initial state. To
“freeze” the decay, the time Δt between return events
(measurements) should be small compared to τ1 [31].
To this end, we suggest the following protocol [32,33]:

At time t ¼ 0 we send in a square pulse of duration
tπ ¼ π=Ω (a so-called π pulse), after which the probability
P2 of finding the system in state j2i is given by P2ðtπÞ ¼
P1ð0ÞΩ2=ðΩ2 þ δ2Þ. Here, δ ¼ ω − Δ is the detuning from
resonance,Δ ¼ E2 − E1 the energy separation of the states,
and P1ð0Þ the probability that the atom is initially in state
j1i. At this point we wait a time tm, after which another π
pulse transfers the system back with probability P1ðtπþ
tmþtπÞ¼P1ð0Þ½Ω2=ðΩ2þδ2Þ�2. For no detuning (δ ¼ 0),
the final probability would be P1ð2tπ þ tmÞ ¼ P1ð0Þ, and
the system would return to its original state, where Auger
decay can take place. The whole procedure could be seen as
a projective measurement: the wave “collapses” into state
j1i, but only if Auger decay has not occurred yet. However,
such visualization is unnecessary, since (i) our measure-
ment is not instantaneous and (ii) we can instead measure
the dipole radiation induced by the oscillations j1i ↔ j2i.
QZE vs QAZE and protocol parameters.—As noted

above, our protocol relies on finite time measurements.
Hence, it differs from a QZE derived from projective
measurements performed at an interval Δt, giving a
survival probability after N measurements PðNΔtÞ ¼
PðΔtÞN . We can never take the limit Δt → 0 and
N → ∞, since for us Δt is bounded from below. We have
checked numerically that including projective measure-
ments at the end of each cycle has a marginal effect for our
protocol, and hence we neglect them in the following. We
also find that for τ1 < τ2, varying the time between
measurements always gives a transition from unperturbed
decay to QZE, with no intermediate QAZE. However, for
τ1 > τ2, we instead find a QAZE. In contrast to projective
schemes, where the QZE to QAZE transition depends on
measurement frequency, our protocol finds it only depends
on system parameters (for a full discussion, see SM). Since
we are interested in slowing down Auger decay, we
henceforth focus on the Zeno regime, i.e., τ1 < τ2.
The physical parameters suitable for the QZE protocol in

the case of Auger decay are constrained by the following
observations. (i) The measurement time must be significantly
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shorter than the Auger lifetime τ1 [34]; since tπ ¼ π=Ω, this
corresponds to havingΩ−1 ≪ τ1. In principle, this is accom-
plished by increasing the field strength E, because Ω ¼ Ed.
(ii) The frequency of the laser cannot be larger than the
ionization potential; even so, for high intensities the multi-
photon ionization (MPI) rate also becomes of importance. For
the systems considered below, we have used the Popov-
Perelomov-Teren’tev (PPT)modelmodel tomake sureMPI is
negligible [37]. (iii) To have efficient population transfer
between states j1i and j2i, we ideally need to be in the weak
coupling regime Ω ≪ ω. Can the conditions above be met
during Auger decay of a real atom? As shown next, the QZE
turns out to be clearly observable for realistic systems, either
in the time-domain [22] or as a narrowing of the Auger
spectral linewidth.
Auger decay in lithium, with and without QZE.—We

consider the Li atom and associate the atomic configura-
tions j1sð2s21SÞ2Sei and j1sð2s2p3PÞ2Poi with the states
j1i and j2i of our model. Since the 1s electron is frozen
during the decay, the problem corresponds to an effective
two-particle system that can be modeled via the effective
Hamiltonian. The configurations 1s2s2 and 1s2s2p have
respective lifetimes of τ1 ¼ 17.6 fs and τ2 ¼ 174 fs, domi-
nated by Auger decay [42], and the transition between the
states is optically accessible by resonant driving with a field
of frequency ℏω ¼ 2.5 eV [43].
The decay dynamics of Li is shown in the left panel of

Fig. 2. With no external field the Auger transition from the
state 1s2s2 happens with a lifetime τ1 ¼ 17.0 fs. Driving
the transition 1s2s2 ↔ 1s2s2p with a field of intensity
I ¼ 5.1 TW=cm2 and a measurement time tm ¼ 0.32 fs,
the lifetime of the state 1s2s2 is extended to τ1 ¼ 32.7 fs,
and further to τ1 ¼ 35.3 fs by increasing the intensity
to I ¼ 20.4 TW=cm2.
We can also analyze the decay via the occupation

Aðϵk; tÞ of the electrons emitted into the continuum,
and detect how the Auger spectral peaks arise in time

(Fig. 2, right panel). Without external field, A has a single
peak in the long time limit. Conversely, when measure-
ments are performed (nonzero field), there are two peaks,
resulting from the decay of the 1s2s2 and 1s2s2p levels.
Each peak is split by the dynamical Stark effect into two
subpeaks separated by Δϵ ¼ ℏΩ, for a total of four peaks.
As further evidence that the QZE is measurable, we also

considered hollow Liþ (see SM), finding that the lifetime of
the configuration j2s21S0i is extended from τ1 ¼ 3.3 to
τ1 ¼ 4.7 fs by driving the transition to j2s2p1P1i. Overall,
the Li and Liþ results are a clear proof of concept that it is
possible to stretch (and slow down) Auger decay via QZE.
Although we found only a slowing down of the Auger
transition, the effect is large enough to be clearly meas-
urable either in the time domain [22] or as a narrowing of
the spectral linewidth. Of relevance to possible experimen-
tal realizations, we checked that a similar QZE is found by
replacing the pulse train with continuous radiation, corre-
sponding to the limits tm → 0 and Δt → 2tπ (see SM).
Please note that also in this case the measurement time is
finite.
QZE vs Auger trends.—We now assess the role of the

lifetimes τ1 and τ2, the level spacing ℏω ¼ E2 − E1, and
the Rabi frequency Ω (Ω2 is proportional to the field
intensity I) in QZE, and start by considering τ2 ¼ ∞.
If ω ≫ Ω our protocol permits us to extend τ1 to many
times its unperturbed value. Interestingly, this is the regime
where a rotating wave approximation (RWA) [49] treatment
and the full field give the same dynamics (see Fig. 3).
In contrast, when ω ≈Ω, the RWA overestimates the
increase of the lifetime. However, even for these parameters
the lifetime can be extended enough for the effect to be
clearly measurable. For τ2 finite but larger than τ1 similar
results are observed: For ω ≫ Ω it is possible to signifi-
cantly extend τ1, but now with an expected upper bound τ2
(see SM). For Ω ≈ ω, i.e., for strong fields, we again find
that the RWA overestimates the effective lifetime.

FIG. 2. Auger decay and the quantum Zeno effect with measurement time tm ¼ 0.32 fs. Left: electron orbital occupations nc, nv1 , and
nv2 in a model description of Li as a function of time, for field intensities I ¼ 0, 5.1, and 20.4 TW=cm2 (blue, green, and red curves,
respectively) pertaining to Rabi frequencies ℏΩ ¼ 0, 0.3, and 0.6 eV. The black lines indicate the lifetime τ1 of the core level, and the
correspondence between orbitals and curves for ℏΩ ¼ 0.6 eV applies to all intensities. Center: Schematics of system and driving field.
Right: Occupation Aðϵk; tÞ in the continuum levels jϵki as a function of time and energy for I ¼ 20.4 TW=cm2. The long time limit
spectral line for I ¼ 0 is shown in black.
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As shown in Fig. 3, our protocol performs best for weak
coupling Ω ≪ ω, where the effective lifetime can be signifi-
cantly enhanced. This also clarifies why we don’t observe a
full halt of the decay inLi andLiþ: the reason is a combination
of the fast decay times (τ1 ≈ 17.3 fs in Li and τ1 ≈ 3.4 fs in
Liþ) and the small transition energies (ℏω ¼ 2.5 eV inLi and
ℏω ¼ 4.1 eV in Liþ). The short lifetimes require a high
intensity for Ω−1 to be comparable with τ1, but the high
intensities make Ω comparable to ω. This prevents τ1 from
being extended beyond its value for Ω ≈ ω. Although
measurable already for Li and Liþ, the QZE should be more
pronounced in systems with longer lifetimes and greater
transition energies. In summary, the transition energy and the
lifetimes of the two levels all have a great influence on the
occurrence of the QZE in Auger decay. At least in the weak
intensity limit, to maintain the applicability of RWA, one
could use, instead of square pulses, pulses where the intensity
and frequency can be changed as a function of time. This is
known to improve population transfer in, e.g., NMR spec-
troscopy [50] and quantum information [51].
Auger decay, QZE, and entanglement.—Having in focus

the interplay of Auger decay and QZE, our treatment does
not keep track of the primary (core) photoelectron. Thus, a
description of the entanglement between photoelectrons
and Auger electrons, as measured in coincidence experi-
ments [52–54] is not viable [55]. However, we can still
explore how QZE affects entanglement formation in the
Auger continuum. This is interesting in itself, as a clear test
of the necessity of a coherent description of competing
decay channels for QZE in Auger decay. In general, the
choice of an entanglement measure is dictated by the
situation at hand. In our case, with the photoelectron not
treated explicitly, we use mode concurrence [58]. In Fig. 4
we show the concurrence matrix Cϵkϵk0 without and with

external fields. With no field there is a single Auger peak at
ϵA ≈ 35 eV, and there is concurrence between this state and
all other continuum states. With the field, there are two
peaks at ϵA ≈ 35 eV and 45 eV that are split due to the
Stark effect. In this case there is concurrence within each
continuum, but also between the different continua, sug-
gesting an interesting interplay between QZE [31,59],
Auger decay, coherence, and entanglement formation
among different Auger channels in the continuum [60].
Conclusions and outlook.—We showed that the Auger

lifetime of an atom can be increased due to the quantum
Zeno effect. To this end, we proposed a protocol based on
periodic driving of a bound-bound transition during Auger
decay, eitherwith pulsed or continuous radiation (for bound-
continuum transitions see SM [61]). As a concrete example
we considered the Li atom, showing that the physical
parameter values to be used are within experimental reach.
Auger decay is an important, fast, and natural deexci-

tation process in atoms, and this is why we chose it for a
proof of concept of our proposal of a “time-stretched
spectroscopy.” More in general, it should be possible to
do the same with other natural (or not) decay phenomena.
More precisely, one can envisage pump-probe experiments
where, after an initial Hamiltonian quench, the ensuing
relaxation dynamics can be studied on artificially longer
timescales, thanks to repeated measurements which induce
the quantum Zeno effect, and thus slow down the system’s
time evolution.
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FIG. 3. Parameter dependence of the QZE protocol. Top panel:
Effective lifetime as a function of the squared Rabi frequency
ðℏΩÞ2 ∝ I. The circles show a system with unperturbed lifetimes
τ1 ¼ 100 fs and τ2 ¼ ∞, from RWA (green), full field dynamics
for ℏω ¼ 10 eV (red) and ℏω ¼ 3 eV (blue). The lines are a
guide to the eye. Squares: same as circles, but with τ2 ¼ 300 fs.
Bottom panel: Orbital occupations nc and n1 as a function of time
for τ2 ¼ ∞ and within RWA. The boundaries of such areas are
the cases with no field and ℏΩ ¼ ffiffiffiffiffi

10
p

eV.

FIG. 4. Concurrence matrix C. Left: snapshots of Cϵkϵk0 at
t ¼ 12 fs and 380 fs, for no-field Auger decay with
ℏω ¼ 10 eV, τ1 ¼ 100 fs, and τ2 ¼ 300 fs. Right: same, but
for field intensity I ¼ 210 TW=cm2 and measurement time
tm ¼ 0.32 fs. The C profiles are shown on linear vertical scales,
and colored according to their value on the log-scale color bar.
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