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Motivated by the recent low-temperature experiments on bulk FeSe, we study the electron correlation
effects in a multiorbital model for this compound in the nematic phase using the U(1) slave-spin theory.
We find that a finite nematic order helps to stabilize an orbital selective Mott phase. Moreover, we propose
that when the d- and s-wave bond nematic orders are combined with the ferro-orbital order, there exists a
surprisingly large orbital selectivity between the xz and yz orbitals even though the associated band
splitting is relatively small. Our results explain the seemingly unusual observation of strong orbital
selectivity in the nematic phase of FeSe, uncover new clues on the nature of the nematic order, and set the
stage to elucidate the interplay between superconductivity and nematicity in iron-based superconductors.
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Introduction.—The iron-based superconductors (FeSCs)
present a topic of extensive current research in condensed
matter physics [1-6]. One characteristic feature of these
materials is that multiple electronic 3d orbitals are impor-
tant for their electronic structure. With the electron-electron
interactions in these multiorbital systems, the entwined
degrees of freedom generate a very rich phase diagram with
a variety of correlation-induced electronic orders [2—-6].

Besides the overall effect of electron correlations [7—11],
the multiple orbitals in the FeSCs may possess different
degrees of correlation effects. Such an orbital selectivity
has been found in multiorbital models for FeSCs [12-15].
Because of the kinetic hybridization between the different
orbitals in these models, this effect is surprising and to be
contrasted [16,17] with what happens when the orbitals do
not mix with each other [18-22]. It has been shown that the
Hund’s coupling helps to stabilize an orbital-selective Mott
phase (OSMP) inside which the Fe 3d,, orbital is Mott
localized while the other orbitals are still itinerant [13].
Many iron chalcogenides and pnictides appear to be close
to the OSMP in the phase diagram, and can be driven
into this phase by doping, applying pressure, or varying
temperature [23-31].

Another important aspect of the multiorbital effect in
FeSCs is associated with the nematic order. In most of the
undoped iron pnictides, there is a structural transition from
a tetragonal phase to an orthorhombic one with lowering
the temperature. Right at or slightly below the structural
transition temperature, the system develops a long-range
(r,0) antiferromagnetic (AFM) order. The superconduc-
tivity usually appears near this antiferromagnetic phase.
In between the structural and the magnetic transitions the
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C, lattice rotational symmetry is broken, and the system is
in a nematic phase. The origin of this nematic phase is still
under debate. In the spin-driven-nematicity scenario, the
nematicity is associated with an Ising order characterizing
the anisotropic antiferromagnetic fluctuations [32-35] or
the antiferroquadrupolar ones [36]. The corresponding
bond nematicity may have different forms, such as d- or
s-wave nearest neighbor bond nematic orders [37].
On symmetry grounds, this bond nematicity is linearly
coupled to a ferroorbital order that lifts the degeneracy of
the Fe d, and d,, orbitals. Thus, a ferroorbital order is also
expected to be present. Interestingly, recent angle-resolved
photoemission spectroscopy (ARPES) measurements
on a variety of FeSCs observed a momentum dependent
splitting between the xz- and yz-orbital dominant bands,
which suggests the coexistence of several different nematic
orders [38-40].

Among the FeSCs, FeSe is one of the most fascinating
compounds. The single-layer FeSe on the SrTiO; substrate
holds the record of the highest superconducting transition
temperature of the FeSCs [41]. On the other hand, the bulk
FeSe has a structural transition at 7, = 90 K without
showing an AFM long-range order down to the lowest
accessible temperature under ambient pressure, suggesting
an unusual magnetism in the ground state [36]. In the
nematic phase, ARPES measurements find a momentum
dependent splitting between the xz- and yz-orbital domi-
nant bands with small splittings at both the I" and M points
of the Brilluion zone (BZ) [38,42]. Recent scanning
tunneling microscopy (STM) experiments have revealed
a strong orbital selectivity [43,44]. Especially, the estimated
ratio of the quasiparticle weights between the yz and xz
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orbitals is very large: Z,./Z, ~4. Because the band
splittings are relatively small [38,42], such a strong
orbital selectivity is surprising [45]. It is important to
resolve this puzzle, given that both the nematic correla-
tions and orbital selectivity may be of broad interest to
unconventional superconductivity in the iron-based mate-
rials and beyond.

In this Letter, we examine the electron correlation
effects in a multiorbital Hubbard model for the nematic
phase of FeSe using previously developed U(1) slave-
spin theory [46]. We consider three types of nematic
orders, a ferro-orbital order, a d-wave nearest-neighbor
bond order, and an s-wave nearest-neighbor bond order,
and analyze their effects on the orbital selectivity. We
solve the saddle-point equations and show that the OSMP
is promoted by any of these nematic orders. This effect is
delicate, because we also find that the full Mott locali-
zation of the system depends on the type and strength of
the nematic order. Remarkably, we find that, by taking a
proper combination of the three types of nematic order,
the system can exhibit a strong orbital selectivity with
Z,./Z,. ~4 but rather small band splitting (<50 meV)
at the I' and M points of the BZ. Our results naturally
explain the unusually large orbital selectivity in the
nematic phase of FeSe [43,44], thereby setting the stage
to understand the superconducting state in this compound.
More generally, the necessity of coexisting nematic orders
with comparable strength implies that the nematicity in
the FeSCs cannot be entirely driven by the orbital order,
thereby providing new clues to the origin of the nem-
aticity in FeSCs.

Model and method.—We study a five-orbital Hubbard
model for FeSe. The Hamiltonian reads as

H:HTB +Hnem+Hint' (l)

Hrg is a five-orbital tight-binding Hamiltonian with
tetragonal lattice symmetry,
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where d  creates an electron in orbital @ (@ =1,...,5
denoting xz, yz, x> — y2, xy, and 37> — r? orbitals, respec-
tively) with spin ¢ at site i, €, refers to the energy level
associated with the crystal field splitting (which is diagonal

in the orbital basis), and y is the chemical potential. The
tight-binding parameters t;’f and e,, which are presented in
the Supplemental Material [47], are determined by fitting to
DFT band structure for FeSe, and we specify p to fix the
total electron density to 6 per Fe. The on site interaction
H,, reads

U
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where n,,, = dj(md,-{m. Here, U, U’, and Jy, respectively,
denote the intraorbital repulsion, the interorbital repulsion,
and the Hund’s rule coupling, and we take U’ = U — 2J .
[55] To study the model in the nematic phase, we introduce
bare nematic orders in the xz and yz orbital subspace into

H .- In the momentum space

Hpern = Z[—25d(cos ky—cosky)(ng +ng)
K

—268,(cosk, +cosky)(ng —ng) +87(ng —ng)).
4)

Here, besides the ferro-orbital order (6;) we have also
taken into account a d- and an s-wave bond nematic order
(6, and o), which corresponds to nearest-neighboring
hopping anisotropy [37].

We investigate the electron correlation effects by using a
U(1) slave-spin theory [46]. In this approach, we rewrite

d =St fl . where S5 (f ) is the introduced quan-
tum S = 1/2 spin (fermionic spinon) operator to carry the
charge (spin) degree of freedom of the electron at each site.
For a general multiorbital model three saddle-point sol-
utions can be stabilized: a metallic state with the quasi-
particle spectral weight Z, > 0 in all orbitals, a Mott
insulator with Z, = 0 in all orbitals, and an OSMP with
Z, = 0 in some orbitals but Z, > 0 in other orbitals. In the
metallic state, a significant effect of the electron correla-
tions is that the electron band structure is renormalized by
Z, and the effective on site potential fi,. [47] We are
particularly interested in how the band splittings between
the xz- and yz-dominant bands at the I" and M points of the
BZ (AEr and AE),) evolves with interaction U and nematic
order 6, (a =f, d, s). Keeping in mind the aim of
understanding the effect of nematicity on the orbital
selectivity, we simplify our analysis by focusing on the
diagonal part of Jy (Supplemental Material, end of the 2nd
section [47]).

Phase diagram in the tetragonal phase.—We first
examine the correlation effects in the tetragonal phase.
The ground-state phase diagram in the Jy — U plane is
shown in Fig. 1(a). It contains three phases: a metal, a MI,
stabilized for U =5 eV, and an OSMP close to the
boundary of the MI when Jy/U Z 0.1. In the OSMP,
the xy orbital is Mott localized while other Fe 3d orbitals
are still itinerant [Fig. 1(b)]. In the metallic phase, there is a
crossover at U* between a weakly correlated metal (WCM)
and a strongly correlated metal (SCM). Z, drops rapidly
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FIG. 1. (a) Ground-state phase diagram of the five-orbital

Hubbard model for FeSe in the tetragonal phase. (b) Evolution
of the orbital resolved quasiparticle spectral weights with
increasing U at J /U = 0.25.

with increasing U across U* [Fig. 1(b)]. Qualitatively, the
phase diagram here for FeSe is similar to those for other
iron chalcogenides [13,24]. By comparing with ARPES
results on FeSe Te,_, [54], it is extrapolated that
Jy/U~0.15-03 eV, and U ~2.5-4 eV in FeSe, sug-
gesting that FeSe is close to the crossover line U* in the
phase diagram, and has moderate orbital selectivity com-
pared to FeTe [54]. However, the tetragonal phase of FeSe
is only stabilized above the structural transition. As shown
in Fig. S3 of the Supplemental Material [47], the threshold
U value for the orbital-selective Mott transition (OSMT)
decreases with increasing temperature. Thus, for 7 2 90 K
in the tetragonal phase, the system may already be close to
the boundary of the OSMP.

Enhanced orbital selectivity in the nematic phase.—We
turn next to how the nematicity influences electron corre-
lations. Figure 2(a) shows how the phase diagram varies
with the bare ferro-orbital order 6, at J/U = 0.25. The
phase boundaries change very little for 5, < 0.2 eV [see
also Fig. 2(b)]. Further increasing 67, U™ slightly increases.
This is because U* corresponds to an energy scale for the
overall correlation effect, where a high-spin S ~ 2 state is
approximately formed [13]. By increasing &y, the d,. and
d,, orbitals are driven away from half-filling. Therefore, a
larger U value is needed to push these orbitals back to being
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FIG. 2. (a) Ground-state phase diagram of the five-orbital
Hubbard model for FeSe with a ferro-orbital order o, at
Jy/U = 0.25. (b) The quasiparticle spectral weights in the #,,
orbital sector with and without a ferro-orbital order.

close to half-filling to form the high-spin state. On the other
hand, the critical U for the OSMT significantly decreases,
indicating an enhancement of orbital selectivity by the
nematic order. This can be understood as follow: For a
small J;, the electron densities at U = 0 in all three 7,,
orbitals are close to half-filling (Fig. S4 [47]). But for a
large &y, since it lifts the xz/yz-orbital degeneracy, the
electron densities n,, and n,, are highly different and away
from half-filling, but n,, still is close to half-filling at U=0
(Fig. S5 [47]). This makes the Mott localization of the xy
orbital much easier for large 6. However, the critical U for
the full Mott localization first increases with &, then
decreases for 67 2 0.5 eV. For small 5, the xz/yz orbitals
are nearly degenerate, and a splitting between them
effectively increases the total bare bandwidth, making
the Mott localization of all orbitals harder. But further
increases &, the center of the yz band is shifted much lower
than the other four. With a moderate U, it can be driven to a
band insulator. Once this takes place, the other bands would
be at half-filling, which is known to be the easiest to be
Mott localized than at any other commensurate filling.
We also analyze the effects of the two bond nematic
orders on the Mott localization, and find that the enhance-
ment of orbital selectivity is a general feature (Fig. S6 [47]),
but a MI is disfavored. In the tight-binding model for
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FIG. 3. The orbital selectivity and band splitting in the nematic
phase with a combined nematic order 6;/4 = 5, = 5, = 0.2 eV
and with Jy/U=0.25. (a) Z,./Z,. and Z,./ Z,,; (b) Z,., Z,., and
Z,y; (c): band splitting at I" (AEr) and M (AE),) of the 2-Fe BZ.

FeSe [47], the nearest-neighbor hoppings along the % and J
directions within the xz orbitals (also within the yz
orbitals), t}C%{,) (and té(zy)) are highly anisotropic. In particu-
lar, r}' = 2> 0. Hence either a d- or an s-wave bond

nematic order will enhance the kinetic energy associated
with the xz and yz orbitals. This increases the orbital
selectivity, promoting an OSMP. But the overall bandwidth
is also increased, and therefore destabilzes a MI.

Orbital selectivity and band splitting.—The nematic order
not only helps stabilizing an OSMP by Mott localizing the
xy orbital, but also enhances the orbital selectivity between
the xz and yz orbitals. As shown in Fig. 2(b), the xz orbital is
more correlated than in the tetragonal phase, while the yz
orbital is less so. The ratio Z, /Z,, increases with &,
monotonically. As mentioned earlier, recent STM experi-
ments have observed Z,./Z,. ~ 4 in the nematic phase of
FeSe [43,44].

In the case of a single bare ferro-orbital order, 5, must be
larger than 0.4 eV to arrive at such a large ratio within a
reasonable range of U (See Fig. S7 [47]). This leads to
the band splittings AET and AE), higher than 100 meV,
which is much larger than the observed values (<50 meV)
[38—40,56]. Similar issue applies to the bond nematic orders
alone (Fig. S7 [47]). Thus, it is seemingly impossible to
reconcile the contrasting properties as observed in STM and
ARPES, respectively.

5
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FIG.4. Evolutionof Z,,/Z,, (black solid) and band splittings at
the I and M points, AE (red dashed) and AE,, (blue dot), with
the combined nematic order §,/4 = 6, = 6, at J; /U = 0.25 and
U=3.75¢eV.

To make progress, we consider a combination of the
three nematic orders. An observation of Eq. (4) is that the
bare band splittings at both the I" and M points will be
exactly canceled when taking 6,/4 = 6, =, (see the
Supplemental Material [47]). For definiteness, we simply
take this combined nematic order. As shown in Fig. 3, for
U~35-4¢eV, such a combined nematic order gives
Z,.~05, Z,.~0.15, and Z,, ~ 0.05, close to the exper-
imentally determined values. Moreover, though the elec-
tron correlations renormalize the band splittings, the
cancellation effect is still prominent: The band splittings
AEr and AE), are less than 50 meV; this result is fully
consistent with the ARPES results.

We further show how the orbital selectivity and band
splitting evolve with this combined nematic order in Fig. 4.
We find it quite remarkable that a large orbital selectivity
(Z,./Z,;) while, at the same time, a small band splitting is
stabilized by a moderate (bare) combined nematic order.

Discussions.—With a single nematic order alone, to keep
the band splittings AEr and AE), to be compatible to the
observed values (< 50 meV), we find that the bare nematic
order must be small, leading to a weak orbital selectivity in
the xz and yz sector with Z, /Z, close to 1. This is
consistent with a previous study [45]. Our calculations,
however, have demonstrated a new effect: with a proper
combination of the bond nematic orders and the ferro-
orbital order, the band splittings at the I" (and M) point
caused by the different nematic orders compensate. In this
way, moderate bare nematic orders can give rise to a strong
orbital selectivity with Z,_/Z,. ~ 4, while keeping the band
splittings near the Fermi level small at both the I' and M
points of the BZ. This result is robust against nematic
quantum fluctuations, given that the system is not close to a
nematic quantum critical point even though the band
splittings are small. The large orbital selectivity manifests
the effect of electron correlations. The latter is also
implicated by the fact that the anisotropy in the optical
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conductivity induced by the nematic order extends to a
large energy range, all the way to about 0.5 eV (i.e., about
50 times of kzT,.) [57].

The necessity that all the three types of nematic orders
coexist implies that the nematic order observed in FeSCs has
an unconventional origin and cannot be entirely driven by
orbital order. In the spin driven nematicity, the nematic order
is just an Ising order associated with short-range antiferro-
magnetic or antiferroquadrupolar orders within an effective
frustrated spin model including short-range Heisenberg and
biquadratice interactions. Within this scenario, it is expected
that the nearest-neighbor bond nematic orders, together with
the linearly coupled ferro-orbital order, contribute signifi-
cantly in the nematic phase [58], leading to a combined
nematic order. Our results thus suggest that the nematicity in
FeSCs likely has a magnetic origin.

Conclusions.—We have studied the effects of electron
correlation with a nematic order in a multiorbital Hubbard
model for FeSe by using the slave-spin method. We show
that the orbital selectivity is generally enhanced by the
nematic order. A large combined nematic order can give rise
to a large orbital selectivity in the xz/yz orbital subspace
with a small band splitting. Our results resolve an out-
standing puzzle in the recent experimental observations on
the orbital selectivity and nematicity in FeSe, elucidate the
nature and origin of the nematic order in FeSCs, and pave the
way for understanding the interplay between nematicity and
high temperature superconductivity.
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